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Abstract

In this paper we present a system for multi-pose face
detection. Our system presents three main contributions.
First, we introduce the use of asymmetric Haar features.
Asymmetric Haar features provide a rich feature space,
which allows to build classifiers that are accurate and much
simpler than those obtained with other features. The second
contribution is the use of a genetic algorithm to search ef-
ficiently in the extremely large parameter space of poten-
tial features. Using this genetic algorithm, we generate
a feature set that allows to exploit the expressive advan-
tage of asymmetric Haar features and is small enough to
permit exhaustive evaluation. The third contribution is the
application of a skin color-segmentation scheme to reduce
the search space. Our system uses specialized detectors in
different face poses that are built using AdaBoost and the
C4.5 rule induction algorithm. Experimental results using
the CMU profile test set and BioID frontal faces test set, in
addition to our own multi-pose face test set, show that our
system is competitive with other systems presented recently
in the literature.

1. Introduction
Face detection is an important first step for applications

in several areas, including biometrics, human-computer in-
terfaces, and surveillance. Face detection is a difficult task,
due to different factors such as varying size, orientation,
poses, facial expression, occlusion and lighting conditions
[24]. Most recent approaches to this problem pose it as a
binary classification problem, where one needs to classify
every window in an image as belonging to the class of in-
terest (i.e. faces), or not. Recent research contributions have
focused mostly on two main aspects of the problem: feature
engineering and classifier design. Feature engineering con-
sists of designing and selecting classes of features that can
improve the performance of the classifiers that are based on
them. Work on classifier design consists of adapting exist-
ing classification algorithms to the detection and recogni-
tion problems, or of designing special-purpose algorithms

that are targeted to these problems.
In a series of papers, Viola and co-workers advocated

an approach to object recognition based on Haar features,
which are equivalent to the difference of the sum of the in-
tensity levels of two contiguous equal-sized rectangular im-
age regions. They presented an algorithm for computing
these features in constant time, which makes them suitable
for real-time performance. Using Haar features, a cascade
of classifiers based on the Adaboost algorithm was con-
structed, yielding accurate classification, albeit at the ex-
pense of long training times. Successful applications of this
methodology were presented in face detection [21], image
retrieval [18], and pedestrian detection [22].

In this paper we propose three extensions to the work by
Viola and co-workers. First, we introduce the use of asym-
metric Haar features, eliminating the requirement of equal-
sized positive and negative regions in a feature. We propose
Haar features with asymmetric regions that can have regions
with either different width or height, but not both. This re-
sults in a more expressive feature space, which, as we will
show, allows to build classifiers that are much simpler than
those obtained with the standard features. While the num-
ber of symmetric Haar features is large (around 180,000 in
Viola’s work), it is still feasible to perform exhaustive eval-
uation of these features in order to build a classifier. On the
other hand, if we use asymmetric features, the number of
potential features grows to over 200 million for a 24 × 24
pixel window, which makes exhaustive evaluation impos-
sible. The second contribution of this work is the use of
a genetic algorithm to search efficiently in the parameter
space of potential features. Using this genetic algorithm,
we generate a small feature set that allows to exploit the
expressive advantage of asymmetric features that is small
enough to permit exhaustive evaluation. The third contribu-
tion is the application of a skin color-segmentation scheme
to reduce the search space. Using color segmentation, we
can speed-up the classification process by eliminating from
consideration all windows that do not contain regions that
are similar to skin.

We present experimental results showing the application
of our method to two test sets that have been used com-



monly in the literature, the CMU profile test set, and BioID
frontal test set. The experiments show that our method can
attain better results than other methods while generating
significantly simpler classifiers.

2. Related Work
Rowley et al. developed a frontal face detection system

that scanned every possible region and scale of an image
using a window of 20 × 20 pixels [15]. Each window is
pre-processed to correct for varying lighting; then a reti-
nally connected neural network is used to process the pixel
intensity levels of each window to determine if it contains
a face. In later works, they provided invariance to rotation
perpendicular to the image plane by means of another neu-
ral network that determined the rotation angle of a region
and; then the region was rotated by the negative angle and
given to the original neural network for classification [16].

Schneiderman and Kanade detected faces and cars from
different view points using specialized detectors [17]. For
faces, they used 3 specialized detectors for frontal, left pro-
file, and right profile views. For cars, they used 8 special-
ized detectors. Each specialized detector is based on his-
tograms that represent the wavelet coefficients and the po-
sition of the possible object, and then they used a statistical
decision rule to eliminate false negatives.

Fröba and Ernst used the census transform as a feature
for face detection [3]. The census transform builds a bit-
vector that functions as a descriptor of the 3-by-3 neighbor-
hood of each pixel. The bit value of a neighbor is one if the
pixel has an intensity that is greater than the average inten-
sity of the neighborhood; otherwise it is zero. Using these
simple features and a cascade-style classifier, they obtained
results that were comparable to the best systems presented
to date.

Viola et al. used Haar features, as described above, in
their object detection systems [21, 18, 22]. For classifica-
tion, they used a modified version of the Adaboost algo-
rithm, an ensemble method originally presented by Freund
and Schapire [2], which has proved to yield excellent results
in several learning domains. Adaboost builds a sequence of
classifiers, where the ith classifier in the sequence is biased
to correct the misclassifications of classifiers 1, ..., i − 1.
The final classification of Adaboost is given by the weighted
average of the classification made by each of the individ-
ual classifiers. The fact that classifiers that appear later in
the sequence attempt to correct the mistakes made by ear-
lier ones results in accuracy levels that are superior to most
other algorithms, particularly in situations where noise lev-
els are moderate.

Li and Zhang present another approach to detect frontal
and profile faces using Haar features and the FloatBoost al-
gorithm [9]. Their system can detect faces with±45 degree
rotation perpendicular to the image plane using 10 detec-
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Figure 1. (a) Haar features introduced by [21]. (b) Extension to
the basic set proposed by [11]

tors specialized for different face poses. In [10], a set of
specialized support vector machines were trained to detect
faces at specific angles in the view sphere, and, when an im-
age needed to be classified, another support vector machine
detected the pose and chose the appropriate specialized de-
tector to use.

Wu et al. detect frontal and profile faces with arbitrary
in-plane rotation and up to 90-degree out-of-plane rotation
[23]. They used Haar features and a look-up table to de-
velop strong classifiers. To create a cascade of strong clas-
sifiers they used Real AdaBoost, an extension to the con-
ventional AdaBoost . They built a specialized detector for
each of 60 different face poses. To simplify the training pro-
cess, they took advantage of the fact that Haar features can
be efficiently rotated by 90 degrees or reversed, thus they
only needed to train 8 detectors, while the other 52 can be
obtained by rotating or inverting the Haar features.

Treptow and Zell present an object detection system
based on Haar features and the Adaboost algorithm [19].
They add 2 more types of Haar features to the basic set of
Viola and Jones and replace the exhaustive search for an
evolutionary search in each iteration of Adaboost. They can
speed up the training process for about 3 times using evolu-
tionary search.

3. Haar Features

Haar features are based on Haar wavelets, which are
functions that consist of a brief positive impulse followed
of a brief negative impulse. In image processing, a Haar
feature is the difference between the sum of all pixels in
two o more regions. Papageorgiou et al. were the first to
use Haar features for face detection [12]. They used three
types of Haar features of size 2×2 and 4×4 pixels, for a to-
tal of 1,734 different features in a 19×19 face image. Viola
and Jones proposed a basic set of four types of Haar features
that are shown in Figure 1a [21]. The value of Haar feature
is given by the sum of intensities of the pixels in the light
region minus the sum of intensities in the dark region. Us-
ing all possible sizes, they generate around 180,000 features
for a 24×24 pixel image. Lienhart and Maydt presented an
extension to the basic set with rotated Haar features as we
can see in Figure 1b [11].

Using a straightforward implementation, the time re-
quired to perform the sum of pixels increases linearly with
the number of pixels. Viola and Jones proposed to use the



Figure 2. Assymetric Haar features used.

integral image as preprocessing to compute the sum of any
region of any size in constant time [21]. Each element of
the integral image contains the sum of pixels in the origi-
nal image that are above and to the left of that pixel; using
this idea allows to compute a two-region Haar feature us-
ing only six memory access and a three-region feature Haar
with only eight.

We propose an extension for basic Haar features, which
we call Asymmetric region Haar features, which are shown
in Figure 2. In contrast with basic Haar features, these new
features can have regions with different width or height, but
not both. It will be shown that these features are able to
capture defining characteristics of objects more accurately
than traditional ones, allowing the development of simpler
and more effective classifiers. By allowing asymmetry, the
number of possible configurations for Haar features grows
exponentially and is an overcomplete set. For the 6 Haar
features shown in Figure 2, there are around 200 million
possible configurations for a 24 × 24 image. Using all the
possible configurations is unfeasible, therefore, to deal with
this limitation we propose to use a Genetic Algorithm to
select a subset of features. Details will be presented in the
next section.

4. Specialized Detectors
We use specialized detectors for faces in frontal, left pro-

file and right profile poses. In addition, we use 12 special-
ized detectors, one every 30 degrees to cover the 360 degree
in-plane rotation of each pose. Therefore, we have a total
of 36 specialized detectors. Each specialized detector con-
sists of a cascade of Strong Classifiers (SC) created with the
AdaBoost algorithm used by Viola and Jones [21]. We use
weak classifiers (WC) based on the C4.5 rule induction al-
gorithm [13] that is associated with only one Haar feature.
We use the same strategy used by Wu et al. to create all the
specialized detectors [23], rotating 90 degree and inverting
the Haar features of a few specialized detectors, as shown
in Figure 3.

4.1. Selecting Haar with a Genetic Algorithm

Training a specialized detector using all the possible con-
figurations of the asymmetric region Haar features would
be impractical. For instance, using an initial training set
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Figure 3. (a) Specialized detectors for profile faces. (b) Specialized
detector for frontal faces.

of 3,000 examples including faces and non-faces and all the
possible Haar configurations, we would take about 6 months
using a 2GHz Pentium 4 computer for only one special-
ized detector. Therefore, to reduce the number of possible
Haar features we use a Genetic Algorithm (GA) to select the
width and the height of a feature. In the GA, one individual
is a weak classifier (WC) that contains only one Haar fea-
ture and is trained with the C4.5 algorithm. An individual
representing the Haar parameters is shown in Table 1. The
fitness of each individual corresponds to the classification
error on an initial training set. We compute a WC for each
place on the image and for each type of feature, for a total of
2,431 Haar features (see Table 2). Since we can use a binary
or decimal representation, we performed two experiments.
In the first experiment we use a binary representation and
a Genetic Algorithm with Elitism. If after a crossover, or
mutation, a new individual showed an out of range config-
uration, the individual is penalized with a low fitness. In
the second experiment we use a decimal representation that
avoids the creation of invalid individuals by crossover. For
mutation, we generate a uniformly distributed random value
inside the allowed range. In both experiments we use two
point crossover with a deterministic crossover model pre-
sented in [8]. This model consists of combining the best
and the worst individuals in the population, then the second
best with the second worst, and so on. With this crossover
model, it is possible to perform a larger exploration on the
search space. The average results of 24 tests for each ex-
periment are shown in Table 3. For each experiment we use
an initial population of 20 individuals and 20 generations.
The best result was obtained using a decimal representation
with a 10% mutation rate. Using the GA to select a subset
of Haar features, we can reduce training time to 9 hours on
our 2GHz Pentium 4 computer; this corresponds to a 99.8%
reduction in time.

4.2. Training a Specialized Detector

A specialized detector is a cascade of Strong Classifiers
(SC). We can create a cascade of SCs using a variation of the
algorithm used by Wu et al. [23], where we introduce the
GA to reduce the feature set. Our algorithm is presented in
Figure 4. After obtaining a set of WCs with the GA, new ex-
amples are added to the training set and then the AdaBoost



Figure 4. Algorithm to train a specialized detector.

Table 1. Individuals parameters for each type of Haar
Parameters

Haar 1 {h1, h2, w1, w2}
Haar 2 {h1, h2, w1, w2}
Haar 3 {h1, h2, w1, w2, w3}
Haar 4 {h1, w1}
Haar 5 {h1, h2, h3, w1, w2}
Haar 6 {h1, h2, h3, w1, w2, w3}

Table 2. Number of WCs for each location in a image of 24 × 24
pixels.

Haar 1 2 3 4 5 6 Total
X range [2, 20] [1,21] [3,19] [3,19] [1,21] [2,21]
Y range [1,23] [3,23] [1,23] [3,21] [3,21] [2,23]
WCs 437 441 391 323 399 440 2,431

Table 3. Average results of 24 tests for the 2 experiments with
different mutation percentages.

Mutation Experiment 1 error Experiment 2 error
10% 0.1622 0.1570
30% 0.1668 0.1581
50% 0.1682 0.1603
70% 0.1758 0.1575

algorithm is used to create a new SC. AdaBoost terminates
when the minimum detection rate and the maximum false
positive rate per layer in the cascade are attained. If the tar-
get false positive rate is achieved, the algorithm ends. Oth-
erwise, all negative examples correctly classified are elim-
inated and the training set is balanced adding negative ex-
amples using a bootstrapping technique. With the updated
training set, all the WCs are retrained and then used in Ada-
Boost.

5. Skin Color Segmentation
Skin color segmentation is a technique that has previ-

ously been used for face detection (for example, [7, 1, 20]),
but due to the high accuracy required, these methods are
slow. In our system, we are interested in using skin color
segmentation only to reduce the search space in color im-
ages. Therefore, we require a fast method that provides a
very low false negative rate, while high false positive rates
may be acceptable. We use a skin color segmentation based
on the YCbCr color space and one simple rule to classify
every pixel as skin or non-skin. The rule was defined sta-
tistically using a set of 33 images that contain 81 persons
of different skin tones in different lighting conditions. The
skin color pixels were segmented manually and then used
to define a range for channels Cb and Cr. A pixel is classi-
fied as belonging to skin if both its Cb and Cr components
are within two standard deviations of the mean values for
skin pixels found in the training images. This is illustrated
in Equation 1, where ȳ is the mean and σ is the standard
deviation for a given channel. The resulting rule is shown
in Equation 2.

ȳ − 2σ ≤ C ≤ ȳ + 2σ (1)

imgx,y =
{

1, if (i) 80 ≤ Cbx,y ≤ 140
(ii) 135 ≤ Crx,y ≤ 170

0, otherwise
(2)

We tested our skin color segmentation method using 271
color images under different lighting conditions and with
persons with different skin tones. The method can elimi-
nate about 65% of all the pixels in the images, preserving
the face region. The skin color segmentation method does
not eliminate all the regions that do not contain skin, but it
reduces the search space by 65% with only 4 comparisons
per pixel.

6. Experimental Results
For frontal detectors we use the same training set to se-

lect a subset of Haar features and to train the specialized
detectors. For profile detectors we use an initial training set
to select a subset of Haar features and an extended training
set to create the specialized detectors. For each training set,
we performed a careful selection of images that represent,
as much as possible, the variation of faces. We use faces of
males and females, with different ages, of different races,
with and without structural components such as glasses and
beard, and different lighting conditions and sources. Also,
we added non-face images by randomly selecting regions in
images without faces. We normalized each set to 0 degrees
of rotation in the plane and thus can generate a training set
for any angle by only rotating the images. To increase the
number of images, we use the mirror image of each image.



Table 4. Number of images used for frontal and profile detectors.
pose original

images
variations
(ini-
tial/extended)

Total
faces

non-faces Total

Frontal 593 19 23,720 23,720 47,740
Profile 458 8/17 4,122/8,244 4,693/16,227 8,815/24,471

Table 5. Results for 137 images from CMU test set.

Test 1. Test 2.
2 specialized detector for
left and right profile in
±15◦.

6 specialized detector for left
and right profile in±45◦.

Number of
WC in each
SC

0◦:[16, 34, 162, 200, 200] 0◦:[16, 34, 162, 200, 200]
30◦:[27, 38, 164, 200, 200]
330◦:[25, 38, 200, 200, 200]

Detection
rate

82.2% 92.5%

False posi-
tives

148 432

Table 6. Comparison with others works on CMU profile test set.
Detection rate False positives

Schneiderman and Kanade[17] 92.8% 700
Wu et al. [23] 91.3% 415
Test 1 82.2% 148
Test 2 92.5% 432

Since each specialized detector will be trained to cover a
range of 30 degrees, we generate variation of each image
rotating it in the range of ±15 degrees. In Table 4 we show
the number of training images used for detectors in frontal
and profile poses.

To test the profile detectors we used a subset from the
CMU profile test set that consists of 137 images with 214
profile faces with a rotation angle of ±30 degrees [17]. We
did two tests; the first one was using two specialized detec-
tors in left and right profile respectively and ±15 degrees.
In the second test, we used six specialized detectors to cover
the left and right profile in the range of ±45 degrees. The
results are shown in Table 5. Using six specialized detectors
we increase the detection rate but also the number of false
positives. In Table 6, we compare our results with other
works. To test the frontal detectors we use the BioID test
set that consist of 1,521 grayscale images of 384×288 pix-
els, with a frontal view of 23 different persons under a high
variety of lighting conditions, backgrounds and face sizes
[5]. The results of multiple tests are shown in Table 7. In
Table 8 we compare our results with the BioID test with
other works.

In Table 9 we present a comparison between our special-
ized detector in frontal faces and the detectors presented in
[21] and [23]. We can see in Table 9 that our detector uses
fewer Haar features than the others. We can conclude that
asymmetric Haar features are better than symmetric Haar
features to represent face appearance. Additionally, the use
of the genetic algorithm for feature selection enables us to
use a much richer feature space without incurring increased
computational costs.

To the best of our knowledge, a standard test set for
multi-pose face detection is not currently in use. Therefore,

Table 7. Results for BioID test set.
Detection
rate

False posi-
tives

Number of Haar features
per layer

Test 1 80.47% 92 [17, 39, 200, 200, 200]
Test 2 83.89% 126 [17, 39, 200, 200]
Test 3 93.68% 432 [11, 18, 37, 300, 300]

Table 8. Comparison with others works that used the BioID test
set.

Detection rate False Positives
Jesorsky et al. [5] 91.80% Not reported
Kirchberg et al. [6] 92.80% Not reported
Hamouz et al. [4] 91.30% Not reported
Fröba and Ernst [3] 97.75% 25
Ramirez and Fuentes [14] 93.23% 2236
our system test 3 93.68% 432

Table 9. Comparison with others works.
Number of stages
in cascade

Number of Haar fea-
tures in all the cas-
cade

Viola and Jones [21] 32 4,297
Wu et al. [23] 16 756
our detector 5 666

Table 10. Multi-pose test set results.
Without skin color seg-
mentation

With skin color seg-
mentation

Detection rate 91.93 % 95.03 %
False positives 110 40

we created our own multi-pose test set. Our test set consists
of 45 color images with 60 profile faces and 101 frontal
faces. The faces have a rotation of up to ±45 degrees. We
performed two tests, the first test without the skin color seg-
mentation and the second with the skin color segmentation.
In both tests we used nine specialized detectors to cover the
rotation range of ±45 degrees for faces in frontal and pro-
file pose. In Table 10 we show the results of the 2 tests. We
can see in Table 10, that by using the skin color segmenta-
tion we can reduce the number of false positives and obtain
a higher detection rate.

In Figures 5, 6 and 7 we show some representative results
for the CMU profile set, the BioID set, and our multi-pose
set, respectively.

7. Conclusions and Future Work

In this paper we have presented a face detection system
that introduces three extensions to previous state-of-the-art
systems. First, we introduced asymmetric Haar features as
an extension to the basic set of Haar features. According to
our experiments, these new features can represent face ap-
pearance more accurately than previously used ones. Sec-
ond, we reduced the training time using a genetic algorithm
that allows to exploit the expressive advantage of asymmet-
ric features. With the small feature set generated by the ge-
netic algorithm we can deal with large training sets in 0.02%
of the time that would be required using the full feature set.
Third, using our skin color segmentation we can reduce the
search space, resulting in faster processing and fewer false
positives. Our system can detect faces in different poses



Figure 5. Some results from the CMU profile test set.

Figure 6. Some results from the BioID test set.

Figure 7. Some results from our multi-pose test set.

with a detection rate of up to 92.5% for profile faces and up
to 93.68% for frontal faces.

Future work will be oriented to test our system in other
object detection problems such as car detection and street
detection in aerial images. In addition, we will perform ex-
periments using other boosting algorithms such as Float-
Boost and Real AdaBoost. We will also use more types
of Haar features and other optimization algorithms such as
particle swarm optimization.
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