Rotation-Invariance Can Further Improve State-of-the-Art Blind Deconvolution Techniques
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Abstract—In many real-life situations, we need to reconstruct a blurred image in situations when no information about the blurring is available. This problem is known as the problem of blind deconvolution. There exist techniques for solving this problem, but these techniques are not rotation-invariant. Thus, the result of using this technique may change with rotation. So, if we rotate the image a little bit, the method, in general, leads to a different deconvolution result. Therefore, even when the original reconstruction is optimal, the reconstruction of a rotated image will be different and, thus, not optimal. To improve the quality of image decomposition, it is desirable to modify the current state-of-the-art techniques by making them rotation-invariant. In this paper, we show how this can be done, and we show that this indeed improves the quality of blind deconvolution.

I. BLIND IMAGE DECONVOLUTION: FORMULATION OF THE PROBLEM

When we observe an image, we usually observe the image intensity values $y(i, j)$ at different locations $(i, j)$ on a rectangular grid, i.e., at a spatial location $(u_0 + i \cdot \Delta u, v_0 + j \cdot \Delta v)$, where $(u_0, v_0)$ is the starting point and $\Delta u$ and $\Delta v$ are distances between the neighboring pixels in the $u$- and $v$-directions.

Each observed value $y(i, j)$ is, in general, different from the actual (desired) value $x(i, j)$ of the corresponding intensity. First, there is noise (measurement error), and second, the image is blurred, in the sense that the observed signal $y(i, j)$ reflects not only the actual intensity $x(i, j)$ at the same spatial location $(i, j)$, but also the intensities $x(i', j')$ at nearby locations. Under the assumption that the dependence of $y(i, j)$ on $x$ is linear, we conclude that

$$y(i, j) = \sum_{i', j'} h(i, j, i', j') \cdot x(i', j') + n(i, j)$$

for some coefficients $h(i, j, i', j')$, where $n(i, j)$ denotes the (additive) noise.

Usually, the blurring is the same for all the pixels, so the coefficients $h(i, j, i', j')$ depend only on the differences $(i - i', j - j')$ between the spatial locations $(i, j)$ and $(i', j')$:

$$y(i, j) = \sum_{i', j'} h(i - i', j - j') \cdot x(i', j') + n(i, j). \quad (1)$$

Thus, the observed image $y(i, j)$ is obtained from the actual image $x(i, j)$ by a convolution. Based on the observed image $y(i, j)$, we need to reconstruct the original image $x(i, j)$, i.e., to perform a deconvolution.

In many real-life situations, we do not have any information about the blurring $h$. The corresponding deconvolution problem is known as the problem of blind deconvolution.

Comment. In vector form, the above relation can be described as $y = \mathbf{H} \mathbf{x}$, where $\mathbf{x}$ is the vector containing all the intensities of the original image, and $\mathbf{H}$ is an appropriate matrix. This matrix is called a convolution matrix corresponding to the vector $h$.

II. NEED TO USE SPARSITY-BASED TECHNIQUES

In situations when we do not have a partial knowledge of the blurring function, what often helps is the observation that the observed image has a sparsity property: namely, if we represent the observed image as a linear combination of functions from an appropriate basis (e.g., an appropriate wavelet basis), then most of the coefficients $a = (a_1, a_2, \ldots)$ in this representation will be 0s (or almost 0s).

In such situations, we have a bound on the number of non-zero coefficients: $\|a\|_0 \leq c$, where $\|a\|_0 \overset{\text{def}}{=} \# \{ i : a_i \neq 0 \}$ and $c$ is a known constant.

In general, once we have a constraint $f(a) \leq c$, then the original problem of minimizing an objective function $J$ gets transformed into a constrained optimization problem of minimizing the objective function $J$ under this constraint $f(a) \leq c$. To solve this constraint optimization problem, we can use the Lagrange multiplier approach, according to which the above constraint optimization problem is equivalent to minimizing a function

$$J + \lambda \cdot f(a)$$
for some constant λ (known as Lagrange multiplier) which needs to be determined from the condition that $f(a) \leq c$.

For $f(a) = \|a\|_0$, no efficient algorithms are known for minimizing such an objective function: most efficient optimization algorithms require that the objective function be differentiable (or at least continuous), and the expression $\|a\|_0$ is not even continuous. The good news is that under some reasonable conditions, minimizing this function is equivalent to minimizing the similar expression

$$J + \lambda \cdot \|a\|_1$$

with a continuous $\ell^1$-norm $\|a\|_1 \overset{\text{def}}{=} \sum |a_i|$ instead of the discontinuous expression $\|a\|_0$; see, e.g., [2]. The $\ell^1$-norm is convex, so if $J$ is also convex (and it often is), then we get an additional advantage of being able to use known algorithms for minimizing convex functions.

III. STATE-OF-THE-ART TECHNIQUES FOR SPARSITY-BASED BLIND IMAGE DECONVOLUTION

In [1], the following algorithm was proposed to solve the blind deconvolution problem. We know that $y \approx Hx$. We also know that $y$ has the sparsity property, i.e., that $y \approx Wa$, where $W$ is the matrix describing the corresponding decomposition (e.g., into wavelets), and the vector $a$ is sparse. We also impose additional restrictions $R_1(x) \leq \text{const}$ and $R_2(x) \leq \text{const}$ that imply that $x$ and $h$ are sufficiently smooth.

Since $y \approx Wa$, the condition $y \approx Hx$ can be equivalently described as $Wa \approx Hx$. The least square approach thus leads us to minimizing the square of the $\ell_2$-norm, i.e., that value $\|y - Wa\|_2^2$, under the constraints:

- that $Wa \approx Hx$ (i.e., that $\|Wa - Hx\|_2^2 \leq \text{const}$),
- that $a$ is sparse (i.e., that $\|a\|_1 \leq \text{const}$),
- that $R_1(x) \leq \text{const}$, and
- that $R_2(h) \leq \text{const}$.

Applying the Lagrange multiplier technique to this constraint optimization problem, we can reduce it to the unconstrained optimization problem of minimizing

$$Q(a, x, h) \overset{\text{def}}{=} \frac{\beta}{2} \cdot \|y - Wa\|_2^2 + \frac{\eta}{2} \cdot \|Wa - Hx\|_2^2 + \tau \cdot \|a\|_1 + \alpha \cdot R_1(x) + \gamma \cdot R_2(h),$$

for appropriate parameters $\beta, \eta, \tau, \alpha,$ and $\gamma$.

Specifically, the authors select

$$R_1(x) = \sum_{d \in D} 2^{1-o(d)} \sum_{i} \|\Delta_p^o(x)\|^p,$$

where $o(d) \in \{1, 2\}$ is the order of the difference operator $\Delta_p^o(x)$, $0 < p < 1$, and $D = \{ h, v, hh, vv, hv \}$. Here, $\Delta^h_i$ and $\Delta^v_i$ correspond, respectively to horizontal and vertical first order differences at pixel $i$:

$$\Delta^h_i(x)(n_x,n_y) \overset{\text{def}}{=} x(n_x,n_y) - x(n_x-1,n_y)$$

and

$$\Delta^v_i(x)(n_x,n_y) \overset{\text{def}}{=} x(n_x,n_y) - x(n_x,n_y-1).$$

and the operators $\Delta^h_i$, $\Delta^v_i$ correspond to second order horizontal, vertical, and horizontal-vertical differences at pixel $i$:

$$\Delta^h_i(x) \overset{\text{def}}{=} \Delta^h_i(\Delta^h_i(x)),$$

$$\Delta^v_i(x) \overset{\text{def}}{=} \Delta^v_i(\Delta^v_i(x)),$$

and

$$\Delta^{hv}_i(x) \overset{\text{def}}{=} \Delta^h_i(\Delta^v_i(x)).$$

The authors also select

$$R_2(h) = \|Ch\|^2,$$

where $C$ is the circulant matrix that represents the convolution with the discrete Laplacian operator:

$$(Ch)(n_x, n_y) = h(n_x - 1, n_y) + h(n_x + 1, n_y) + h(n_x, n_y - 1) + h(n_x, n_y + 1) - 4h(n_x, n_y).$$

The goal is to find the values $x$, $h$, and $a$ that minimize the objective function $Q$. The algorithm for optimizing this objective function is iterative. It starts with some first approximations to the blur. Then, the algorithm interchangingly uses two steps:

- first, we fix $a$ and find $h$ and $x$ that minimize $Q$;
- then, they fix $x$ and $h$ and find $a$ that minimizes $Q$.

The process stops when the images $x^k$ and $x^{k-1}$ on the two consequent iterations are sufficiently close to each other, i.e., when

$$\|x^k - x^{k-1}\| \leq \varepsilon$$

for some pre-determined small threshold $\varepsilon > 0$.

To minimize over $a$, the authors use an $1$-$l_s$ method described in [5]. Minimization over $h$ is easy, since the objective function $Q$ is quadratic in $h$ and thus, we can differentiate with respect to $h$, equate derivatives to 0, and get a system of linear equations for determining $h$.

For $x$, the situation is not so simple, since in addition to the quadratic term proportional to $\|Wa - Hx\|^2$, we also have a non-quadratic term $R_1(x)$ that includes terms proportional to $|L(x)|^p$ for some linear operators $L$. To perform the corresponding minimization, the authors take into account that this non-quadratic term can be represented as

$$|L(x)|^p = \frac{|L(x)|^{2p}}{|L(x)|^{2p}}.$$

Thus, to minimize this expression over $x$, we can perform the following iterative approach: we start with some initial value $x$, and then on each $(\ell + 1)$-th iteration, we minimize the quadratic expression

$$\frac{|L(x)|^{2p}}{|L(x^\ell)|^{2p}},$$

where in the denominator, we use the value $x^\ell$ from the previous iteration. By explicitly differentiating the corresponding expressions and equating the derivatives to 0, we arrive at the following algorithm.
First, we select $\alpha, \beta, \gamma, \tau, \theta, \eta^1$, and $0 < p < 1$. We then select some initial estimate $h^{1,1}$ of the blur, and the initial values of an auxiliary vector $v_d^{1,1}$, where $d \in D = \{h, v, hh, vv, hv, hv\}$.

Then, for $k = 1, 2, \ldots$, we perform the following until the above stopping criterion is met:

1) For $\ell = 1, \ldots, L_0$ for some $L_0$:

1a) Compute $x^{k, \ell+1}$ as

$$
\eta^k(H^{k, \ell}) T (H^{k, \ell}) + \alpha p \sum_{d \in D} 2^{1-o(d)} (\Delta^d ) T B_d^{k, \ell} \Delta^d
$$

$$
\eta^k(H^{k, \ell}) T W a^{k}
$$

where $B_d^{k, \ell}$ is a diagonal matrix with entries

$$
B_d^{k, \ell}(i, i) = (v_d^{k, \ell})^{\ell/2-1}
$$

and $\Delta^d$ is the convolution matrix of the difference operator $\Delta^d(\cdot)$. For solving this system of linear equations, the authors use the Fourier transform approach.

1b) Compute $h^{k, \ell+1} = [\eta^k(X^{k, \ell}) T (X^{k, \ell}) + \gamma C T C]^{-1} \eta^k(X^{k, \ell}) T W a^{k}$,

where $X^{k, \ell}$ is the convolution matrix of the image $x^{k, \ell}$. For solving this system of linear equations, the authors also use the Fourier transform approach.

1c) For each $d \in D = \{h, v, hh, vv, hv, hv\}$, calculate

$$
v_d^{k, \ell+1} = \left[ \Delta^d(x^{k, \ell}) \right]^{\ell/2}.
$$

2) Set $x^k = x^{k, \ell+1}$, $h^k = h^{k, \ell+1}$, and $v_d^k = v_d^{k, \ell+1}$.

3) Now, we need to find $a^{k+1}$ by minimizing the expression

$$
\frac{\beta}{2} \cdot \|y - W a\|^2 + \eta \cdot \|W a - H x\|^2 + \tau \cdot \|a\|^1.
$$

This can be done by applying the $L1$-ls algorithm for minimizing the equivalent minimization problem

$$
\|y' - \Phi' W a'^k\|^2 + \tau \|a'^k\|^1,
$$

where

$$
y' = \left[ \sqrt{\frac{\beta}{2} y} \right] \text{ and } \Phi' = \left[ \sqrt{\frac{\beta}{2}} I \right].
$$

4) Set $\eta^{k+1} = \theta \eta^k$.

Comment. Some of the ideas behind this algorithm are heuristic; in [3] and [4], we show that fuzzy techniques can help provide a theoretical justification for these ideas.

IV. NEED FOR IMPROVEMENT

The current state-of-the-art method for blind image deconvolution is based on minimizing the sum

$$
|\Delta_x I_{i,j}|^p + |\Delta_y I_{i,j}|^p
$$

for some $p < 2$, where $\Delta_x I_{i,j} \defeq I_{i+1,j} - I_{i-1,j}$, and $\Delta_y I_{i,j} \defeq I_{i,j+1} - I_{i,j-1}$. This is a discrete analog of the term

$$
\left| \frac{\partial I}{\partial x} \right|^p + \left| \frac{\partial I}{\partial y} \right|^p.
$$

In the traditional least squares approach, when $p = 2$, the corresponding expression

$$
\frac{\partial I}{\partial x}^2 + \frac{\partial I}{\partial y}^2
$$

is rotation-invariant; namely, it describes the square of the length of the gradient vector

$$
\nabla I \defeq \left( \frac{\partial I}{\partial x}, \frac{\partial I}{\partial y} \right).
$$

However, for $p \neq 2$, the corresponding expression is no longer rotation-invariant.

Since the current state-of-the-art technique is not rotation-invariant, the result of using his techniques may change with rotation. Thus, if we rotate the image a little bit, the method, in general, leads to a different deconvolution result. So, even when the original reconstruction is optimal, the reconstruction of a rotated image will be different and, thus, not optimal.

V. HOW TO IMPROVE: MAIN IDEA

As we have just mentioned, the main problem with the current state-of-the-art blind deconvolution techniques comes from the fact that these techniques are not rotation-invariant. To improve the quality of image decomposition, it is therefore desirable to modify the current state-of-the art techniques by making them rotation-invariant.

In other words, instead of the above non-rotation-invariant expression, we need a rotation-invariant one. Let us first consider the continuous approximation. In this approximation, the desired expression depends on the components $\frac{\partial I}{\partial x}$ and $\frac{\partial I}{\partial y}$ of the gradient vector (8). When we rotate the coordinate system, the components of the gradient vector change.

In general, a 2-D vector can be characterized by its length and its direction. When we rotate the coordinate system, the direction changes but the length remains unchanged. Thus, the only rotation-invariant characteristic of a vector $\vec{a}$ is its length $\|\vec{a}\|$. Thus, since we want the desired expression to be rotation-invariant, it must depend only on the length $\|\nabla I\|$ of the gradient vector, i.e., only on the expression

$$
\|\nabla I\| = \sqrt{\left( \frac{\partial I}{\partial x} \right)^2 + \left( \frac{\partial I}{\partial y} \right)^2}.
$$

The actual images are discrete. Thus, as we have mentioned earlier, instead of the derivatives, we have finite differences $\Delta_x I_{i,j}$ and $\Delta_y I_{i,j}$, and instead of $\|\nabla I\|$, we have an expression

$$
\sqrt{(\Delta_x I_{i,j})^2 + (\Delta_y I_{i,j})^2}.
$$

So, the desired rotation-invariant expression $E$ must have the form

$$
E = f \left( \sqrt{(\Delta_x I_{i,j})^2 + (\Delta_y I_{i,j})^2} \right)
$$

for an appropriate function $f(x)$.

To find the function $f(x)$, let us consider a degenerate case, in which the image, in effect, is 1-dimensional, i.e., when the
intensity does not change in the \( y \)-direction, it only varies in the \( x \)-direction: \( I(i, j) = I(i) \). In this degenerate case, \( \Delta_x I_{i,j} = \Delta_x I_i \) and \( \Delta_y I_{i,j} = 0 \). Thus, the above expression (11) takes the form

\[
E = f(\sqrt{(\Delta_x I_i)^2}) = f(|\Delta_x I_i|). \tag{12}
\]

On the other hand, we have already discussed, in the previous section, that in the 1-D case, the corresponding expression should be proportional to \( |\Delta_x I_i|^p \) for some \( p \), i.e., it should take the form

\[
E = c \cdot |\Delta_x I_i|^p \tag{13}
\]

for some \( c \) and \( p \). By comparing the formulas (12) and (13), we conclude that

\[
f(x) = c \cdot |x|^p.
\]

Substituting this expression for \( f(x) \) into the formula (11) that describes the general 2-D case, we thus conclude that

\[
E = c \cdot \sqrt{(\Delta_x I_{i,j})^2 + (\Delta_y I_{i,j})^2}^p = c \cdot (\Delta_x I_{i,j})^2 + (\Delta_y I_{i,j})^2)^{p/2}. \tag{14}
\]

Thus, we arrive at the following conclusion: to make the blind deconvolution method rotation-invariant, we need to replace the non-rotation-invariant expression (5) with a rotation-invariant expression

\[
E = c \cdot (\Delta_x I_{i,j})^2 + (\Delta_y I_{i,j})^2)^{p/2}, \tag{15}
\]

for an appropriate constant \( c \).

VI. FROM THE IDEA TO THE ALGORITHMIC DETAILS

How does the above change in the objective function affect the resulting blind deconvolution algorithm? In terms of the algorithm, we replace the sum

\[
|\Delta^h_{i}(x)|^p + |\Delta^v_{i}(x)|^p \tag{16}
\]

with the new expression proportional to

\[
((\Delta^h_{i}(x))^2 + (\Delta^v_{i}(x))^2)^{p/2}. \tag{17}
\]

According to the above description of the state-of-the-art algorithm, to minimize the expression (6.3.1), we represent it as

\[
(\Delta^h_{i}(x))^2 \cdot v_{h,i}^{p/2-1} + (\Delta^v_{i}(x))^2 \cdot v_{v,i}^{p/2-1}, \tag{18}
\]

where:

- \( v_{h,i} \) is the value of \( (\Delta^h_{i}(x))^2 \) on the previous iteration, and
- \( v_{v,i} \) is the value of \( (\Delta^v_{i}(x))^2 \) on the previous iteration.

We can apply the same idea to minimize the new expression (17). Specifically, to minimize this expression (17), we represent it as

\[
((\Delta^h_{i}(x))^2 + (\Delta^v_{i}(x))^2)^{p/2-1}, \tag{19}
\]

where \( v \) is the value of the sum \( (\Delta^h_{i}(x))^2 + (\Delta^v_{i}(x))^2 \) on the previous iteration.

The expression (19) can be described in the form similar to (18), as

\[
(\Delta^h_{i}(x))^2 \cdot (v'_{h,i})^{p/2-1} + (\Delta^v_{i}(x))^2 \cdot (v'_{v,i})^{p/2-1}, \tag{20}
\]

where \( v'_{h,i} = v'_{v,i} \) is proportional to the value of the sum \( (\Delta^h_{i}(x))^2 + (\Delta^v_{i}(x))^2 \) on the previous iteration. We have already denoted the values of the squares of differences \( (\Delta^h_{i}(x))^2 \) and \( (\Delta^v_{i}(x))^2 \) on the previous iteration by \( v_{h,i} \) and \( v_{v,i} \). Thus, we have

\[
v_{h,i}' = v_{v,i}' = C \cdot (v_{h,i} + v_{v,i}). \tag{21}
\]

In other words, at each spatial location \( i \), instead of possible different values \( v_{h,i} \neq v_{v,i} \), we apply equal weights \( v_{h,i}' = v_{v,i}' \) to horizontal and vertical differences.

The current method has been tuned to work well. So, it makes sense to make the difference between the current method and its proposed modification to be as small as possible. When \( v_{h,i} \neq v_{v,i} \), our new method differs from the current one, but when \( v_{h,i} = v_{v,i} \), there is no reason for it to differ. It is therefore reasonable to select a constant \( C \) in such a way that when \( v_{h,i} = v_{v,i} \), the new method will lead to exactly the same result as the current one. In other words, when \( v_{h,i} = v_{v,i} \), we should have \( v_{h,i}' = v_{h,i} \) and \( v_{v,i}' = v_{v,i} \). Substituting these values into the formula (21), we conclude that \( C = \frac{1}{2} \). Thus, the formula (21) takes the following final form:

\[
v_{h,i}' = v_{v,i}' = \frac{1}{2} \cdot (v_{h,i} + v_{v,i}). \tag{22}
\]

So, we arrive at the following modification of the state-of-the-art blind deconvolution algorithm.

VII. RESULTING MODIFICATION OF THE STATE-OF-THE-ART BLIND DECONVOLUTION ALGORITHM

The only modification is on Step 1(c), where after computing, for each spatial location \( i \), the horizontal and vertical values \( v_{h,i} \) and \( v_{v,i} \), we then average these two values before performing further computations:

First, we select \( \alpha, \beta, \gamma, \tau, \theta, \eta \), and \( 0 < p < 1 \). We then select some initial estimate \( h^{1,1} \) of the blur, and the initial values of an auxiliary vector \( v^{1,1}_d \), where \( d \in D = \{h, v, hh, vv, hv, hv\} \).

Then, for \( k = 1, 2, \ldots \), we perform the following until the above stopping criterion is met:

1) For \( \ell = 1, \ldots, L_0 \) for some \( L_0 \):

1a) Compute \( x^{k,\ell+1} \) as

\[
\begin{bmatrix}
\eta^k \cdot (H^{k,\ell})^T (H^{k,\ell}) + \alpha p & \sum_{d \in D} 2^{1-a(d)} (\Delta^d) \cdot B^{k,\ell} \cdot \Delta^d \\
\end{bmatrix}^{-1} 
\]

\[
\eta^k \cdot (H^{k,\ell})^T \cdot W_k^k, \]

where \( B^{k,\ell}_d \) is a diagonal matrix with entries

\[
B^{k,\ell}_{d,i} = (\gamma_{d,i})^{p/2-1}.
\]
and $\Delta^d$ is the convolution matrix of the difference operator $\Delta^d(\cdot)$. For solving this system of linear equations, the authors use the Fourier transform approach.

1b) Compute

$$h^{k,\ell+1} = [\eta^k (X^{k,\ell})^T (X^{k,\ell}) + \gamma C^T C]^{-1} \eta^k (X^{k,\ell})^T W a^k,$$

where $X^{k,\ell}$ is the convolution matrix of the image $x^{k,\ell}$.

For solving this system of linear equations, the authors also use the Fourier transform approach.

1c) For each $d \in \{h, v, hh, vv, hv\}$, calculate

$$v^{k,\ell+1}_{d,i} = \left[\Delta^d(x^{k,\ell}, i)\right]^2;$$

for $d \in \{h, v\}$, calculate

$$v^{k,\ell+1}_{h,i} = v^{k,\ell+1}_{v,i} = \frac{1}{2} \left( [\Delta^h(x^{k,\ell}, i)]^2 + [\Delta^v(x^{k,\ell}, i)]^2 \right);$$

2) Set $x^h = x^{k,\ell+1}$, $h^k = h^{k,\ell+1}$, and $v^h_{d,i} = v^{k,\ell+1}_{d,i}$.

3) Now, we need to find $a^{k+1}$ by minimizing the expression

$$\frac{\beta}{2} \|y - W a\|^2 + \frac{\eta}{2} \|W a - H x\|^2 + \tau \|a\|_1.$$

This can be done by applying the $l1$-ls algorithm for minimizing the equivalent minimization problem

$$\|y' - \Phi' W a^k\|^2 + \tau \|a^k\|_1,$$

where

$$y' = \left[\frac{\sqrt{\gamma}}{2} y \right] \text{ and } \Phi' = \left[\frac{\sqrt{\gamma}}{2} I \right].$$

4) Set $a^{k+1} = \theta^k a^k$.

VIII. Testing the New Algorithm

To test the new method, we compared it with the original methods on the same “Cameraman” image on which the authors of the original paper [1] tested their method. In our application, we used the same values of the parameters that the authors of [1] used:

$$\{a, \beta, \gamma, \tau, \eta\} = \{1, 1/\sigma^2, 5e5, 0.125, 1042\},$$

where $\sigma^2$ denotes the noise variance.

Following [1], we also applied, to the original image, the Gaussian blurring with the variance of 5.

We selected $\sigma = 0.001$, which is consistent with the signal-to-noise ratio used in [1]. Following [1], we used the mean square difference $\|x - \tilde{x}\|^2$ to gauge the quality of deconvolution. The results are as follows:

- for the original algorithm from [1], we get $\|x - \tilde{x}\|^2 = 1360;$
- for the newly proposed rotation-invariant modification, we get $\|x - \tilde{x}\|^2 = 1190.$

Thus, the use of the rotation-invariant method leads to a 10% improvement.
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