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Abstract
To find the relation between two concepts, social scientists traditionally look for correlations between the numerical quantities describing these concepts. Sometimes this helps, but sometimes, while we are clear that there is a relation, statistical analysis does not show any correlation. Charles Ragin has shown that often, in such situations, we can find statistically significant correlation between the degrees to which experts estimate the corresponding concepts to be applicable to given situations. In this paper, we provide a simple explanation for this empirical success.

1 Ragin’s Approach to Social Research: A Brief Description and Need for Justification

Typical social science questions. Based on several observations and/or on some theoretical ideas, a social science researcher formulates a hypothesis that some property $A$ imply some other property $B$: e.g., that rich countries are usually democracies, or that the socio-economic status of parents affects the success of their children in school.

Once the hypothesis is formulated, it needs to be checked against all available data. In some cases, as a result of this check, the hypothesis is validated. In other cases, a detailed data analysis shows that, contrary to anecdotal evidence and/or theoretical ideas, there is no causal relation between the corresponding phenomena $A$ and $B$.

How to check the proposed hypothesis: a traditional correlation-based approach. Traditionally, the hypothesis is checked in the following way. First, we come up with reasonable numerical quantities $a$ and $b$ that describe to what extent properties $A$ and $B$ are satisfied.
For example, to describe how rich a country is, it is reasonable to use the average (or median) income $a$. To describe how democratic a country is, it makes sense to use the democracy index provided by the Economist Intelligence Unit; this index is, in effect, the sum of the weights corresponding to different aspects of democracy.

Then, researchers look for a correlation between the corresponding quantities $a$ and $b$.

**The traditional approach does not always work.** In some cases, the data analysis shows that there is a correlation between the corresponding quantities $a$ and $b$. In these cases, the original hypothesis is validated.

In some other cases, however, the correlation data is inconclusive: the data seems to show that $A$ implies $B$, but the correlation analysis does not lead to a statistically significantly positive correlation coefficient.

**Ragin’s approach: a brief description.** To check hypotheses in situations in which the traditional correlation-based approach does not work, C. C. Ragin proposed, instead of using the numerical values $a$ and $b$, to use the degrees $\mu_A(x)$ and $\mu_B(x)$ to which the experts believe that the corresponding cases $x$ satisfy the properties $A$ and $B$; see, e.g., [7, 8, 9].

For example, instead of using the mean or average income $a$, Ragin proposed to use the degree $\mu_A(x)$ to which the experts believe that the country $x$ is rich.

Then, instead of looking for a correlation between the numerical quantities $a$ and $b$, we look for a correlation (or other measure of dependence) relating the degrees $\mu_A(c)$ and $\mu_B(c)$.

**Important comment.** It is important to emphasize that while the use of degrees is the main idea behind Ragin’s approach, this approach goes beyond this main idea. For example, Ragin proposes different measures of relation beyond the usual correlation.

**Ragin’s approach: successes.** Ragin’s approach has led to many interesting results in social research; see, e.g., [7, 8, 9].

**Ragin’s approach: need for a justification.** While Ragin’s approach is empirically successful, it is semi-heuristic, many aspects of this approach lack a convincing justification.

For example, Ragin bases his approach on the main ideas of fuzzy logic (see, e.g., [2, 6, 12]), an approach where similar semi-heuristic degree-based approach is used to describe and exploit expert knowledge in engineering problems.

While the general degree-based idea is very reasonable, there are many different numerical implementations of this fuzzy idea, and it is not clear which of these implementations to use.

**What we do in this paper.** In this paper, we provide a theoretical explanation of the main Ragin’s idea.
2 Justification of Ragin’s Approach

Why not correlation. The main problem with correlation is that it only works when the dependence between the corresponding quantities \( a \) and \( b \) is linear; see, e.g., [11]. In social sciences, most relations are highly non-linear, and the usual correlation is not well-suited to capture such non-linear dependencies.

Our idea: degrees are, in effect, subjective probabilities. There are many possible interpretations of degrees, and many possible ways to elicit such degrees. One of the main approaches is to interpret them as (subjective) probabilities
\[
\mu_A(x) = P(A|x) \quad \text{and} \quad \mu_B(x) = P(B|x)
\]
that an object \( x \) satisfies properties \( A \) and \( B \); see, e.g., [1, 3, 4, 5, 10].

We emphasize the word “subjective” to distinguish these probabilities – that describe expert opinion – from “objective” probabilities (like the probability that a fair coin falls tails) that describe the frequency with which certain events happen in the real world.

This idea indeed explains Ragin’s approach. In probabilistic terms, what does it mean that \( A \) positively affects \( B \)? For example, what does it mean that rich countries are usually democracies?

In probabilistic terms, it means that under the condition \( A \), the conditional probability \( P(B|A) \) of the property \( B \) is higher than the conditional probability \( P(\neg B|A) \) that the property \( B \) will not be satisfied.

In terms of the corresponding conditional probabilities, if we know the probability \( P(A|x) \) that a given object \( x \) satisfies the property \( A \), then the probability that this object satisfies the property \( B \) can be computed by using the formula of total probability:
\[
P(B|x) = P(B|A) \cdot P(A|x) + P(B|\neg A) \cdot P(\neg A|x).
\]

Here, \( P(\neg A|x) = 1 - P(A|x) \), so the above formula takes the form
\[
P(B|x) = P(B|A) \cdot P(A|x) + P(B|\neg A) \cdot (1 - P(A|x)) = P(B|\neg A) + (P(B|A) - P(B|\neg A)) \cdot P(A|x).
\]

So, for the corresponding subjective probabilities \( \mu_A(x) = P(A|x) \) and \( \mu_B(x) = P(B|x) \), we indeed have a linear dependence:
\[
\mu_B(x) = c_0 + c_1 \cdot \mu_A(x),
\]
where \( c_0 \overset{\text{def}}{=} P(B|\neg A) \) and \( c_1 \overset{\text{def}}{=} P(A|B) - P(A|\neg B) \). Since the usual correlation is designed to capture linear dependencies, not surprisingly,

- in situations when the dependence between the quantities \( a \) and \( b \) is strongly non-linear and correlation analysis does not detect the dependence between \( a \) and \( b \),
- the same correlation method finds the dependence between the degrees \( \mu_A(x) \) and \( \mu_B(x) \).

So, this idea indeed explains the empirical success of Ragin’s approach.
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A An Auxiliary Idea

One more idea of Ragin: one more limitation of the traditional correlation techniques. As we have mentioned, Ragin’s approach goes beyond the main idea of using degrees.

One of the additional ideas is that when we say that rich countries are usually democracies, we mean exactly this, we do not necessarily mean that poor countries are usually not democracies.

On the other hand, a correlation between the corresponding quantities $a$ and $b$ means that $b \approx c_0 + c_1 \cdot a$ for appropriate coefficients $c_0$ and $c_1$ – which implies not only that rich countries are democracies, but also that poor countries are not democracies.

In situations when the corresponding opposite statement is actually not true, it is not surprising that the traditional correlation techniques cannot validate the original hypothesis.

How can we modify the traditional correlation techniques. In view of the above limitation, Ragin proposes to replace the traditional correlation techniques with an appropriate fuzzy approach which is free of this limitation.

However, the fact that we explained his main idea in probabilistic terms makes us think that maybe this other idea of his can also be described in probabilistic terms.

How dependence is determined now: a reminder. Suppose that we are looking for a linear or nonlinear regression describing how the value of the quantity $b$ depends on the quantity $a$.

Whether we are looking of a linear or a nonlinear dependence, we usually have a family of functions $f(a, c)$ depending on some parameter tuple $c$. To determine the values of the parameters, we need to use the known observations $(a_k, b_k)$, $1 \leq k \leq K$, in which we observe the values of both $a$ and $b$.

Of course, knowing $a$ does not uniquely determine the value $b$; even for the best values of the parameters $c$, the predicted values $f(a_k, c)$ are, in general, different from the actual observed values $b_k$.

The corresponding approximation error $b_k - f(a_k, c)$ is usually caused by the joint effect of many different difficult-to-take-into-account factors. It is known that, according to the Central Limit Theorem, the distribution of the joint effect of many small independent factors is close to Gaussian; see, e.g., [11]. It is therefore reasonable to assume that the approximation errors are normally distributed, with 0 mean and some standard deviation $\sigma$, i.e., with probability density

$$
\rho_k = \frac{1}{\sqrt{2\pi} \cdot \sigma} \cdot \exp\left(-\frac{(b_k - f(a_k, c))^2}{2\sigma^2}\right).
$$

Different observations are themselves independent. Thus, for each value of the parameter $c$, the probability $L$ to observe all these approximation errors is equal
to the product of the corresponding probabilities:

\[ L = \prod_{k=1}^{K} \rho_k = \prod_{k=1}^{K} \frac{1}{\sqrt{2\pi} \cdot \sigma} \cdot \exp \left( - \frac{(b_k - f(a_k, c))^2}{2\sigma^2} \right). \]

It is reasonable to select the most probable values of the parameters \( c \), i.e., the values for which the corresponding probability \( L \) is the largest possible. This is known as the Maximum Likelihood approach.

For the Gaussian distribution, maximizing the above expression for \( L \) is equivalent to minimizing

\[ -\ln(L) = \text{const} + \sum_{k=1}^{K} \frac{(b_k - f(a_k, c))^2}{2\sigma^2}, \]

which is equivalent to minimizing the sum

\[ \sum_{k=1}^{K} (b_k - f(a_k, c))^2. \]

Thus, we arrive to the widely used Least Squares approach to finding the corresponding parameters.

**How to appropriately modify the usual approach.** In the usual approach, we assume that all approximation errors \( b_k - f(a_k, c) \) are small. However, according to the above Ragin’s idea, they are small only when the variable \( a \) satisfies an appropriate condition – e.g., in case of a relation between richness \( a \) and democracy \( b \), when the income \( a \) corresponds to a rich country.

If for some \( k \), the value \( a_k \) absolutely satisfies the corresponding property \( A \), then the difference \( b_k - f(a_k, c) \) should be small, and thus, it makes sense to describe it by the Gaussian (normal) distribution corresponding to some small standard deviation \( \sigma \). On the other hand, when \( a_k \) absolutely does not satisfy the corresponding property, the difference \( b_k - f(a_k, c) \) can be large. Of course, since this difference is still caused by many independent factors, it still makes sense to assume that this difference is normally distributed – but the corresponding standard deviation \( \sigma_0 \) is much larger: \( \sigma_0 \gg \sigma \). In this case, we have

\[ \rho_{0k} = \frac{1}{\sqrt{2\pi} \cdot \sigma_0} \cdot \exp \left( - \frac{(b_k - f(a_k, c))^2}{2\sigma_0^2} \right). \]

For many values \( a_k \), we are not 100% sure that this value \( a_k \) satisfies the desired property. There is some probability \( P(A|a_k) \) that it does, but with the remaining probability \( 1 - P(A|a_k) \) it does not. So, the actual probability of the current difference has the form

\[ p_k = P(A|a_k) \cdot \rho_k + (1 - P(A|a_k)) \cdot \rho_{0k} = \mu_A(a_k) \cdot \frac{1}{\sqrt{2\pi} \cdot \sigma} \cdot \exp \left( - \frac{(b_k - f(a_k, c))^2}{2\sigma^2} \right) + \]
\[(1 - \mu_A(a_k)) \cdot \frac{1}{\sqrt{2\pi} \cdot \sigma_0} \cdot \exp \left( - \frac{(b_k - f(a_k, c))^2}{2\sigma_0^2} \right).\]

In this case, we should select parameters \(c\) for which the product of these probabilities takes the largest possible values:

\[L = \prod_{k=1}^{K} \left( \mu_A(a_k) \cdot \frac{1}{\sqrt{2\pi} \cdot \sigma} \cdot \exp \left( - \frac{(b_k - f(a_k, c))^2}{2\sigma^2} \right) + (1 - \mu_A(a_k)) \cdot \frac{1}{\sqrt{2\pi} \cdot \sigma_0} \cdot \exp \left( - \frac{(b_k - f(a_k, c))^2}{2\sigma_0^2} \right) \right) \rightarrow \max_c.\]