GENETIC ALGORITHMS: WHAT FITNESS SCALING IS OPTIMAL?
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Abstract. Genetic algorithms are now among the most promising optimization techniques. They are based on the following reasonable idea. Suppose that we want to maximize an objective function \( J(x) \). We somehow choose the first generation of “individuals” \( x_1, x_2, \ldots, x_n \) (i.e., possible values of \( x \)) and compute the “fitness” \( J(x_i) \) of all these individuals. To each individual \( x_i \), we assign a survival probability \( p_i \) that is proportional to its fitness. In order to get the next generation we then repeat the following procedure \( k \) times: take two individuals at random (i.e., \( x_i \) with probability \( p_i \)) and “combine” them according to some rule. For each individual of this new generation, we also compute its fitness (and survival probability), “combine” them to get the third generation, etc. Under certain reasonable conditions, the value of the objective function increases from generation to generation and converges to a maximal value.

The performance of genetic algorithms can be essentially improved if we use fitness scaling, i.e., use \( f(J(x_i)) \) instead of \( J(x_i) \) as a fitness value, where \( f(x) \) is some fixed function that is called a scaling function. The efficiency of fitness scaling essentially depends on the choice of \( f \). So what \( f \) should we choose?

In the present paper we formulate the problem of choosing \( f \) as a mathematical optimization problem and solve it under different optimality criteria. As a result, we get a list of functions \( f \) that are optimal under these criteria. This list includes both the functions that were empirically proved to be the best for some problems, and some new functions that may be worth trying.
1. INTRODUCTION TO THE PROBLEM.

Genetic algorithms: basic idea. The idea to simulate biological evolution for optimization dates back to 1960 [Bremermann 1962; Bremermann, Rogson, Salaff 1966]. Genetic algorithms, in their present form, were invented by John Holland (his pioneering work, starting from [Holland 1962, 1965], was summarized in [Holland 1975]), are now among the most promising optimization and machine learning techniques (see, e.g., [Goldberg 1989]). They are based on the following reasonable idea.

Suppose that we want to maximize an objective function \( J(x) \) on a set \( X \). We must then do the following:

1) First of all, we choose an integer \( n \) that is called a population size, and then we choose \( n \) elements \( x_i^{(1)} \) from \( X \). These elements are called individuals of the first generation.

2) For each of the individuals \( x_i^{(k)} \) (the variable \( k \) is called a generation number; initially, \( k = 1 \)), we compute a value \( F(x_i^{(k)}) \) called its fitness as \( F(x_i^{(k)}) = J(x_i^{(k)}) \).

Comment. The origin of this term is simple: In the analogy with Darwinism that underlies this whole approach, we want to make \( J(x) \) as big as possible so that from our viewpoint, the bigger the \( J(x) \) for some \( x \), the more this \( x \) fits us. Hence, we would like to simulate an “evolution” and thus guarantee the “survival of the fittest”, i.e., in this case, the elements \( x \) with maximal possible \( J(x) \).

3) Then for each of the individuals \( x_i^{(k)} \) we compute the survival probability \( p_i^{(k)} \) as

\[
p_i^{(k)} = \frac{F(x_i^{(k)})}{\sum_{j=1}^{n} F(x_j^{(k)})},
\]

and then design a “random individual generator” that generates each individual \( x_i^{(k)} \) with the probability \( p_i^{(k)} \).

Comment. The formula for \( p_i^{(k)} \) actually means that survival probability is proportional to fitness \( p_i^{(k)} = CF(x_i^{(k)}) \). The normalizing factor \( C \) is then determined by the condition that the sum \( \sum_j p_j^{(k)} \) of all these probabilities is 1.

4) Now we are ready to compute (one by one) \( n \) individuals \( x_i^{(k+1)} \) of the next generation. Namely, to get one new individual, we run a random individual generator twice, get two individuals \( x_j^{(k)} \) and \( x_l^{(k)} \) and “combine” these two individuals according to some combination rule.
In order to do this, we must have initially fixed some recombination operator, i.e., some algorithm that being applied to two elements of \( X \), generates a new element (their recombination). This algorithm can also use random number generators to generate a combined individual. After we repeat this \( n \) times, we get an entirely new generation.

5) Now we can start the whole process 2)-4) anew, with the individuals of the new generation, etc.

Under certain reasonable conditions the value of the objective function increases from generation to generation and converges to a maximal value (a precise result is formulated in [Holland 1975, De Jong 1975, Goldberg 1986]).

**Why scaling?** There are at least three reasons why it is necessary to modify the procedure described above [Goldberg 1989]:

1) If the value of the objective function is negative for some \( x \), we cannot apply this procedure, because then formula (1) leads to senseless negative values of probabilities.

2) Empirical studies of genetic algorithms, performed as early as [Bagley 1967, Rosenberg 1967, De Jong 1975], showed that in the beginning, the previously described algorithm often leads to the appearance of a few “superindividuals” who dominate the selection process and therefore slow it down. At the end, when the population consists largely of the individuals \( x \), for which \( J(x) \) is close to maximum, the competition is practically absent, which again slows down the process.

3) In some situations, there is no objective function at all. Namely, we want to find the parameters for which some system performs in the best possible way. We can figure out when the performance is better and when it is worse, so in reality what we have is a ranking of all possible behaviors. So for some individuals \( x \) and \( \bar{x} \), we can say that \( x \) is better than \( \bar{x} \) (\( x > \bar{x} \)) or \( x \) is worse than \( \bar{x} \) (\( x < \bar{x} \)). Such problems are called order problems in [Sirag, Weisser 1987] (the problems for which an objective function is known are called value problems).

Of course, it is possible to find a function \( J : X \rightarrow R \) from \( X \) into the set \( R \) of real numbers that is consistent with \( > \) in the sense that \( x > \bar{x} \) if and only if \( J(x) > J(\bar{x}) \), and then apply the genetic algorithm to this \( J \). But the problem is that this function \( J \) is not uniquely defined: for any monotone function \( f(z) \) from real numbers into real numbers the objective function \( \tilde{J}(x) = f(J(x)) \) is also consistent with \( > \). Also, the results of applying the genetic algorithm to \( J \) and \( f(J) \) can be radically different: For some \( J \), the genetic algorithm will converge quickly, and for some other \( \tilde{J} \) it will be extremely slow. How do we choose \( J \)?
This empirical fact that turning from $J$ to $f(J)$ can drastically improve the algorithm prompted the idea that such a change can solve problems 1) and 2). So we arrive at the modification of the above procedure that is called *fitness scaling* [Goldberg 1989] and was proposed first in [Bagley 1967] and [Rosenberg 1967]. Instead of taking fitness equal to the value of the objective function $F(x) = J(x)$ (as above), we take $F(x) = f(J(x))$, where $f(z)$ is some monotone function from real numbers into real numbers (called a *scaling*).

In case of an order problem, when the objective function is not given, we can take $F(x_{i}^{(k)}) = f(r_{i})$, where $f(z)$ is a scaling and $r_{i}$ is a rank of the individual $x_{i}^{(k)}$ in the set of all individuals $x_{j}^{(k)}$ of this generation (the best individual has rank 1, the second best rank 2, etc, and the worst has rank $n$).

**What scaling mechanisms are now used?** A survey of such procedures is presented in [Forrest 1985] and briefly reproduced in [Goldberg 1989]. They include:

1) *linear scaling*, where $f(z) = az + b$. The constants $a$ and $b$ are chosen either at the beginning of the procedure, or recomputed for each generation [Forrest 1985]. For order problems such a procedure was proposed and used in [Baker 1985].

2) *power law scaling*, where $f(z) = z^\alpha$ for some constant $\alpha$. This type of scaling was proposed by [Gillies 1985], who showed that for machine-vision applications the best value for $\alpha$ is 1.005; for other problem other values of $\alpha$ can lead to better results [Goldberg 1989, Ch. 4].

3) *exponential scaling*, where $f(z) = \exp(-\beta z)$ for some $\beta$. This type of scaling is motivated by an analogy with simulated annealing (started by [Hopfield 1982, Kirkpatrick et al 1983]; for a recent theoretical survey see [Romeo et al 1991]). As an example of its usage see [Sirag, Weisser 1987]. This type of scaling is the most commonly used in robotics [Davidor 1991].

**Formulation of the problem and why it is important.** Choosing an appropriate scaling is very important because the performance of genetic algorithms can be essentially improved by using scaling. However, as Goldberg notices in [Goldberg 1989, Ch. 4, p. 124], the existing procedures are somewhat *ad hoc*, i.e., they lack deep theoretical motivation. Therefore, it is desirable to figure out whether the scaling mechanisms that are now actually used are really the best possible ones or whether one can come out with some better ones, which can help if all other known scaling procedures do not help?

**What we are planning to do.** We formulate the problem of choosing the best scaling function $f$ as a mathematical optimization problem and solve it under different optimality criteria. As a result, we get a list of functions $f$ that are optimal under different criteria. This list includes
both the functions that were empirically proved to be the best for some problems, and some new functions that might be worth trying.

2. MOTIVATIONS OF THE PROPOSED MATHEMATICAL DEFINITIONS

Why is this problem difficult? We want to find a scaling function \( f \) that is the best in some reasonable sense, that is, for which some characteristic \( I \) attains the value that corresponds to the best performance of the genetic algorithm. For example, an average running time or the percentage of failures are minimal. The problem is that even for the simplest linear functions, we do not know how to compute any of these possible characteristics. How can we find \( f \) for which \( I(f) \) is optimal if we cannot compute \( I(f) \) even for a single \( f \)? There does not seem to be a likely answer.

However, we will show that this problem is solvable (and give the solution).

The basic idea of our solution stems from the above-mentioned analogy between genetic algorithms and neural networks, where the similar problem of choosing the best non-linearity is of great importance. That problem has been solved in [Kreinovich, Quintana 1991] (using the ideas from [Kreinovich 1990]), and we are planning to solve our problems by appropriately modifying the mathematical formalism that was developed there.

We must choose a family of functions, not a single function. The expression (1) for the probability \( p(x_i^{(k)}) \) does not change if we multiply all the fitness values by a constant \( C \), i.e., if we use \( \hat{F}(x) = CF(x) \) instead of \( F(x) \). Therefore, the functions \( f(z) \) and \( \hat{f}(z) = Cf(z) \), where \( C \) is a constant, lead to the same probabilities and hence to the same results.

We spoke about choosing a function \( f(z) \), but from mathematical viewpoint, it is better to speak about choosing a family of functions \( f \). Therefore, it is reasonable to suggest that if a function \( f(z) \) belongs to this family, then this family must contain a function \( \hat{f}(z) = Cf(z) \) for every positive real number \( C \).

In the simplest case, the family is \( \{Cf(z)\} \) for some function \( f(z) \). The next step is to consider \( m \)-dimensional families of functions, i.e., all functions of the type \( f(z) = \sum_{i=1}^{m} C_i f_i(z) \) for some basis \( f_i(z) \), where \( C_i \) are arbitrary constants.

Which family is the best? Among all such families, we want to choose the best one. In formalizing what “the best” means, we follow the general idea outlined in [Kreinovich 1990] and applied to neural networks in [Kreinovich, Quintana 1991]. The criteria to choose may be computational simplicity, efficiency of optimization, or something else. In mathematical optimization problems, numeric criteria are most frequently used, where to every family we assign some value
expressing its performance and choose a family for which this value is maximal. However, it is not necessary to restrict ourselves to such numeric criteria only. For example, if we have several different families that have the same average running time \( T \), we can choose between them the one that has the minimal percentage of failures \( P \). In this case, the actual criterion that we use to compare two families is not numeric, but more complicated: a family \( \Phi_1 \) is better than the family \( \Phi_2 \) if and only if either \( T(\Phi_1) < T(\Phi_2) \) or \( T(\Phi_1) = T(\Phi_2) \) and \( P(\Phi_1) < P(\Phi_2) \). A criterion can be even more complicated. What a criterion must do is to allow us for every pair of families to tell whether the first family is better with respect to this criterion (we’ll denote it by \( \Phi_2 < \Phi_1 \)), or the second is better (\( \Phi_1 < \Phi_2 \)) or these families have the same quality in the sense of this criterion (we’ll denote it by \( \Phi_1 \sim \Phi_2 \)).

**The criterion for choosing the best family must be consistent.** Of course, it is necessary to demand that these choices be consistent, e.g., if \( \Phi_1 > \Phi_2 \) and \( \Phi_2 > \Phi_3 \) then \( \Phi_1 > \Phi_3 \).

**The criterion must be final.** Another natural demand is that this criterion must be final in the sense that it must choose a unique optimal family (i.e., a family that is better with respect to this criterion than any other family). The reason for this demand is very simple. If a criterion does not choose any family at all, then it is of no use. If several different families are “the best” according to this criterion, then we still have a problem choosing the absolute “best” family. Therefore, we need some additional criterion for that choice. For example, if several families turn out to have the same training ability, we can choose among them a family with minimal computational complexity. So what we actually do in this case is abandon that criterion for which there were several "best" families, and consider a new "composite" criterion instead: \( \Phi_1 \) is better than \( \Phi_2 \) according to this new criterion if either it was better according to the old criterion or according to the old criterion they had the same quality, and \( \Phi_1 \) is better than \( \Phi_2 \) according to the additional criterion. In other words, if a criterion does not allow us to choose a unique best family it means that this criterion is not ultimate; we have to modify it until we come to a final criterion that will have that property.

**The criterion must be reasonably invariant.** The numerical value of the objective function \( J(x) \) depends on what units we use to represent it. For example, in a traveling salesman problem, when we are minimizing the total length \( J(x) \) of the route \( x \), we can express this length in miles or in kilometers. If \( J(x) \) is the length in miles, then the length in kilometers is \( cJ(x) \), where \( c = 1.6... \) is the number of kilometers in 1 mile. Suppose now that we first used miles, compared two different scaling functions \( f(z) \) and \( \tilde{f}(z) \), and it turned out that \( f(z) \) is better (or, to be more precise, that the family \( \Phi = \{ Cf(z) \} \) is better than the family \( \tilde{\Phi} = \{ C\tilde{f}(z) \} \)).

It sounds reasonable to expect that the relative quality of the two scaling functions should not depend on what units we used. So we expect that when we apply the same methods, but with
the lengths in kilometers, the results of applying \( f \) will still be better than the results of applying \( f' \). But the fitness \( F(x) = f(cJ(x)) \) that results from applying \( f \) to the length in kilometers coincides with the result of applying a new scaling function \( f_c(z) = f(cz) \) to the length in miles. So we conclude that if \( f \) is better than \( \tilde{f} \), then \( f_c \) must be better than \( \tilde{f}_c \), where \( f_c(z) = f(cz) \) and \( \tilde{f}_c(z) = \tilde{f}(cz) \). This must be true for every \( c \) because we could use not only miles or kilometers, but arbitrary units as well.

Another reasonable demand is related to the possibility of choosing different starting points for the objective function. For example, in solving a financial problem we can maximize either the net revenue \( R(x) \) or the profit \( P(x) \). The difference between them, crudely speaking, is that the profit is obtained by subtracting all the expenses from the revenue, i.e., if the expenses are fixed, \( P(x) = R(x) - a \) for some constant \( a \).

From a mathematical viewpoint, whether to maximize \( R(x) \) or to maximize \( P(x) = R(x) - a \) is the same problem. These two functions attain their maxima for the same individual \( x \). Therefore, it is reasonable to expect that if a scaling function \( f(z) \) is better than some function \( \tilde{f}(z) \) when we apply them to revenues, it will still be better if we apply them both to profits. But the result \( F(x) = f(R(x) - a) \) of applying \( f(z) \) to \( R(x) - a \) is equal to the result to applying a new function \( f_a(z) \) to \( R(x) \), where \( f_a(z) = f(z - a) \). So we conclude that if \( f(z) \) is better than \( \tilde{f}(z) \), then the scaling \( f_a(z) \) must be better than the scaling \( \tilde{f}_a(z) \), where \( f_a(z) = f(z - a) \) and \( \tilde{f}_a(z) = \tilde{f}(z - a) \).

Now we are ready for the formal definitions.

3. DEFINITIONS AND THE MAIN RESULT
FOR 1-DIMENSIONAL FAMILIES

**Definitions.** By a *scaling function*, we mean a smooth (differentiable) monotone function from real numbers into real numbers. We say that two scalings \( f(z) \) and \( \tilde{f}(z) \) are *equivalent* if \( \tilde{f}(z) = Cf(z) \) for some positive constant \( C \).

**Comment.** As we have already mentioned, if we apply a genetic algorithm with two equivalent scalings, we get the same result in both cases.

By a *1-dimensional family* of functions (or a *family* for short) we mean the set of functions \( \{Cf(z)\} \), where \( f(z) \) is a fixed scaling and \( C \) runs over all positive real numbers. The set of all 1-dimensional families will be denoted by \( S_1 \).
A pair of relations \((<, \sim)\) is called consistent [Kreinovich 1990; Kreinovich, Kumar 1990; Kreinovich, Quintana 1991] if it satisfies the following conditions:

(1) if \(a < b\) and \(b < c\) then \(a < c\);
(2) \(a \sim a\);
(3) if \(a \sim b\) then \(b \sim a\);
(4) if \(a \sim b\) and \(b \sim c\) then \(a \sim c\);
(5) if \(a < b\) and \(b \sim c\) then \(a < c\);
(6) if \(a \sim b\) and \(b < c\) then \(a < c\);
(7) if \(a < b\) then \(b < a\) or \(a \sim b\) are impossible.

Assume a set \(A\) is given. Its elements will be called alternatives. By an optimality criterion we mean a consistent pair \((<, \sim)\) of relations on the set \(A\) of all alternatives. If \(b < a\), we say that \(a\) is better than \(b\); if \(a \sim b\), we say that the alternatives \(a\) and \(b\) are equivalent with respect to this criterion. We say that an alternative \(a\) is optimal (or best) with respect to a criterion \((<, \sim)\) if for every other alternative \(b\) either \(b < a\) or \(a \sim b\).

We say that a criterion is final if there exists an optimal alternative, and this optimal alternative is unique.

**Comment.** In the present section we consider optimality criteria on the set \(S_1\) of all families.

By the result of adding \(a\) to a function \(f(z)\) we mean a function \(f_a(z) = f(z + a)\). By the result of adding \(a\) to a family \(\Phi\) we mean the set of the functions that are obtained from \(f \in \Phi\) by adding \(a\). This result will be denoted by \(\Phi + a\). We say that an optimality criterion on \(S_1\) is shift-invariant if for every two families \(\Phi\) and \(\tilde{\Phi}\) and for every number \(a\), the following two conditions are true:

\(i)\) if \(\Phi\) is better than \(\tilde{\Phi}\) in the sense of this criterion (i.e., \(\tilde{\Phi} < \Phi\)), then \(\tilde{\Phi} + a < \Phi + a\).
\(ii)\) if \(\Phi\) is equivalent to \(\tilde{\Phi}\) in the sense of this criterion (i.e., \(\Phi \sim \tilde{\Phi}\)), then \(\Phi + a \sim \tilde{\Phi} + a\).

**Comment.** As we have already remarked, the demands that the optimality criterion is final and shift-invariant are quite reasonable. The only problem with them is that at first glance they may seem rather weak. However, they are not, as the following Theorem shows:

**Theorem 1.** If a 1-dimensional family \(\Phi\) is optimal in the sense of some optimality criterion that is final and shift-invariant, then every function \(f(z)\) from \(\Phi\) is equivalent to \(\exp(-\beta z)\) for some \(\beta\).
Comments. Thus we explain that the exponential scaling can be optimal.

(The proofs are given in Section 6).

Definitions. By a result of a unit change in a function \( f(z) \) to a unit that is \( c > 0 \) times smaller we mean a function \( f_c(z) = f(cz) \). By the result of a unit change in a family \( \Phi \) by \( c > 0 \) we mean the set of all the functions that are obtained by this unit change from \( f \in \Phi \). This result will be denoted by \( c\Phi \). We say that an optimality criterion on \( S_1 \) is unit-invariant if for every two families \( \Phi \) and \( \tilde{\Phi} \) and for every number \( c > 0 \) the following two conditions are true:

\( i') \) if \( \Phi \) is better than \( \tilde{\Phi} \) in the sense of this criterion (i.e., \( \tilde{\Phi} < \Phi \)), then \( c\tilde{\Phi} < c\Phi \).

\( ii') \) if \( \Phi \) is equivalent to \( \tilde{\Phi} \) in the sense of this criterion (i.e., \( \Phi \sim \tilde{\Phi} \)), then \( c\Phi \sim c\tilde{\Phi} \).

Theorem 2. If a family \( \Phi \) is optimal in the sense of some optimality criterion that is final and unit-invariant, then every scaling \( f \) from \( \Phi \) is equivalent to \( f(z) = z^\alpha \) for some \( \alpha \).

Comments.

1. This Theorem explains the power law scaling.

2. By comparing the results of Theorems 1 and 2 one can conclude that a unit-invariant criterion cannot be shift-invariant; indeed, in this case we could apply Theorem 2, so \( f \) must be described by the power law. But all these functions are different from the exponential functions from Theorem 1, and so due to Theorem 1 this criterion is not shift-invariant.

So if we want our criterion to be both shift- and unit-invariant, we cannot restrict ourselves to 1-dimensional families of scalings, and we must consider multi-dimensional families instead. A natural way to define a finite-dimensional family of functions is to fix finitely many functions \( f_i(z) \) and consider their arbitrary linear combinations \( \sum_i C_i f_i(z) \).

4. Definitions and the Main Result
   For m-Dimensional Families

Definition. Let’s fix an integer \( m \). By a basis, we mean a set of \( m \) smooth, linearly independent functions \( f_i(z), i = 1, 2, \ldots, m \). By an \( m \)-dimensional family of functions, we mean all functions of the type \( f(z) = \sum_{i=1}^m C_i f_i(z) \) for some basis \( \{f_i(z)\} \), where \( C_i \) are arbitrary constants. The set of all \( m \)-dimensional families will be denoted by \( S_m \).

Comment. “Linearly independent” means that all these linear combinations \( \sum_i C_i f_i(z) \) are different. If the functions \( f_i(z) \) are not linearly independent, then one of them can be expressed as a linear combination of the others, and so the set of all their linear combinations can be obtained
by using, not the whole basis, but its subset consisting of less than \( m \) functions. From the well-known algebraic fact that every linear space has a basis, we conclude that for any set of functions \( f_i(z) \) the set of all linear combinations \( \sum_i C_i f_i(z) \) either forms an \( m \)-dimensional family, or it forms a \( l \)-dimensional family for some \( l < m \).

Our definitions of the optimality criterion, final criterion, shift-invariant and unit-invariant criteria can be applied to these families.

**Theorem 3.** If an \( m \)-dimensional family \( \Phi \) is optimal in the sense of some optimality criterion that is final, shift- and unit-invariant, then this family coincides with the set of all polynomials \( f(z) = a_0 + a_1 z + a_2 z^2 + \ldots + a_{m-1} z^{m-1} \) of order \( \leq m - 1 \).

**Comments.**

1. In particular, for \( m = 2 \) we conclude that optimal scalings must be linear \( f(z) = a z + b \).
   Thus this result explains why linear scaling turned out to be so efficient.

2. This Theorem, however, only gives the family from which we can choose an optimal scaling and does not explain how to choose \( a \) and \( b \) for a specific situation. Some methods of choosing these parameters are described in [Forrest 1985, Goldberg 1989].

3. This Theorem also tells what scalings to use if linear scalings are not sufficient: it is reasonable to use quadratic, cubic, and higher order polynomial scalings.

**5. \( m \)-Dimensional Families: Auxiliary Results**

If we consider \( m \)-dimensional families, but demand only shift-invariance, or only unit-invariance, then we get the following more general families of functions:

**Theorem 4.** If an \( m \)-dimensional family \( \Phi \) is optimal in the sense of some optimality criterion that is final and shift-invariant, then every function \( f(z) \) from \( \Phi \) is equal to a linear combination of the functions of the type \( z^p \exp(\alpha z) \sin(\beta z + \phi) \), where \( p \) is a non-negative integer, \( \alpha, \beta \) and \( \phi \) are real numbers.

**Comment.** In particular, for \( p = 0, 1, \alpha = \beta = 0 \) we get linear functions; for \( p = \beta = 0 \) we get exponential functions, etc.

**Theorem 5.** If an \( m \)-dimensional family \( \Phi \) is optimal in the sense of some optimality criterion that is final and unit-invariant, then every function \( f(z) \) from \( \Phi \) is equal to a linear combination of the functions of the type \( (\ln z)^p z^\alpha \sin(\beta(\ln z) + \phi) \), where \( p \) is a non-negative integer, \( \alpha, \beta \) and \( \phi \) are real numbers.
Comment. In particular, for \( p = \beta = 0 \) we get power law scalings, and if in addition we assume that \( \alpha = 0 \) or \( \alpha = 1 \), we get linear scalings.

6. PROOFS.

Proof of Theorem 1. The idea of this proof is as follows: first we prove that the optimal family is shift-invariant (in part 1), and from that, in part 2 we conclude that any function \( f \) from \( \Phi \) satisfies a functional equation, whose solutions are known.

1. Let us first prove that the optimal family \( \Phi_{opt} \) exists and is shift-invariant in the sense that \( \Phi_{opt} = \Phi_{opt} + a \) for all real numbers \( a \). Indeed, we assumed that the optimality criterion is final, therefore there exists a unique optimal family \( \Phi_{opt} \). Let’s now prove that this optimal family is shift-invariant (this proof is practically the same as in [Kreinovich 1990] or [Kreinovich Quintana 1991]). The fact that \( \Phi_{opt} \) is optimal means that for every other \( \Phi \), either \( \Phi < \Phi_{opt} \) or \( \Phi_{opt} \sim \Phi \). If \( \Phi_{opt} \sim \Phi \) for some \( \Phi \neq \Phi_{opt} \), then from the definition of the optimality criterion we can easily deduce that \( \Phi \) is also optimal, which contradicts the fact that there is only one optimal family. So for every \( \Phi \) either \( \Phi < \Phi_{opt} \) or \( \Phi_{opt} = \Phi \).

Take an arbitrary \( a \) and let \( \Phi = \Phi_{opt} + a \). If \( \Phi < \Phi_{opt} = \Phi_{opt} + a \), then from the invariance of the optimality criterion (condition ii)) we conclude that \( \Phi_{opt} < \Phi_{opt} - a \), and that conclusion contradicts the choice of \( \Phi_{opt} \) as the optimal family. So \( \Phi = \Phi_{opt} + a < \Phi_{opt} \) is impossible, and therefore \( \Phi_{opt} = \Phi = \Phi_{opt} + a \), i.e., the optimal family is really shift-invariant.

2. Let us now deduce the actual form of the functions \( f \) from the optimal family. If \( f(z) \) is such a function, then the result \( f(z + a) \) of adding \( a \) to this function \( f \) belongs to \( \Phi + a \), and so, due to 1., it belongs to \( \Phi \). But all the functions from \( \Phi \) can be obtained from each other by multiplying by a constant, so \( f(z + a) = C(a)f(z) \) for some \( C \) (this \( C \) depends on \( a \)). So we arrive at a functional equation for \( f \). This equation is well known: it was first solved in [Pexider 1903], and its most general monotone solution is [Aczel 1966, Section 3.1.1] \( f(z) = C \exp(-\beta z) \) for some \( C \) and \( \beta \). Q.E.D.

Proof of Theorem 2. Just like in the proof of Theorem 1, we conclude that for every \( c \) there exists a \( C(c) \) such that \( f(cz) = C(c)f(z) \) for all \( z \). This functional equation has also been solved in [Pexider 1903], and its solution is [Aczel 1966, Section 3.1.1] \( f(z) = Cz^\alpha \) for some \( \alpha \). Q.E.D.

Proof of Theorems 3 – 5. Let’s first prove Theorem 4. As in the proof of Theorem 1, we come to a conclusion that the optimal family \( \Phi_{opt} \) exists and is shift-invariant. In particular, for every \( i \) the result \( f_i(z + a) \) of shifting \( f_i(z) \) must belong to the same family, i.e.,

\[
f_i(z + a) = C_{i1}(a)f_1(z) + C_{i2}(a)f_2(z) + \ldots + C_{im}(a)f_m(z)
\]
for some constants $C_{ij}$, depending on $a$. Let us prove that these functions $C_{ij}(a)$ are differentiable. Indeed, if we take $m$ different values $z_k$, $1 \leq k \leq m$, we get $m$ linear equations for $C_{ij}(a)$:

$$f_i(z_k + a) = C_{i1}(a)f_1(z_k) + C_{i2}(a)f_2(z_k) + ... + C_{im}(a)f_m(z_k),$$

from which we can determine $C_{ij}$ using Kramer’s rule. Kramer’s rule expresses every unknown as a ratio of two determinants, and these determinants polynomially depend on the coefficients. The coefficients either do not depend on $a$ at all ($f_j(z_k)$) or depend smoothly ($f_i(z_k + a)$) because $f_i$ are smooth functions. Therefore these polynomials are also smooth functions, and so is their ratio $C_{ij}(a)$.

We have an explicit expression for $f_i(z + a)$ in terms of $f_j(z)$ and $C_{ij}$. So when $a = 0$, the derivative of $f_i(z + a)$ with respect to $a$ equals to the derivative of this expression. If we differentiate it, we get the following formula: $f'_k(y) = c_{i1}f_1(z) + c_{i2}f_2(z) + ... + c_{im}f_m(z)$, where by $c_{ij} = C'_{ij}(0)$ we denoted the derivative of $C_{ij}'(z)$ at $z = 0$. So the set of functions $f_i(z)$ satisfies the system of linear differential equations with constant coefficients. The general solution of such system is well known [Bellman 1970], so we get the desired expressions. Q.E.D.

Now let’s prove Theorem 5. Just like in Theorems 1 and 4, we conclude that an optimal family exists and is unit-invariant. From this we conclude that for every $i$, the result $f_i(cz)$ of changing the unit for $z$ must belong to the same family, i.e., $f_i(cz) = C_{i1}(c)f_1(z) + C_{i2}(c)f_2(z) + ... + C_{im}(c)f_m(z)$ for some constants $C_{ij}$, depending on $c$.

This functional equation is almost the same as for shift-invariance (in the proof of Theorem 4), the only difference is that we have a product instead of a sum. In order to reduce it to the precious case, let’s recall that if we turn to logarithms, then product turns into the sum: $\ln(ab) = \ln a + \ln b$ for all $a$ and $b$. So let’s introduce a new variable $Z = \ln z$ (so that $z = \exp(Z)$), and new functions $F_i(Z) = f_i(\exp(Z))$ (so that $f_i(z) = F_i(\ln z)$). Then for these new functions this functional equation takes the form $F_i(Z + A) = \tilde{C}_{i1}(A)F_1(Z) + ... + \tilde{C}_{im}(A)F_m(Z)$. This is precisely the system of functional equations that we already know how to solve (see the proof of Theorem 4). So we can conclude that $F_i(Z)$ is a linear combination of the functions $Z^p \exp(\alpha Z) \sin(\beta Z + \phi)$ from the formulation of Theorem 4. When we substitute $Z = \ln z$, we conclude that

$$f_i(z) = F_i(Z) = F_i(\ln z)$$

is a linear combination of the functions $(\ln z)^p \exp(\alpha \ln z) \sin(\beta \ln z + \phi)$. Since

$$\exp(\alpha \ln z) = (\exp(\ln z))^\alpha = z^\alpha$$

, we get the desired expression for $f_i$. Q.E.D.
Let us finally prove Theorem 3. Since the optimality criterion is both shift- and unit-invariant, both Theorems 4 and 5 are applicable here. Therefore, for each of the functions \( f_i \) we have two different expressions obtained from the demands of shift-invariance and unit-invariance. When can a function \( f_i \) satisfy both conclusions, i.e., belong to both classes? If it contains terms with logarithms, it cannot be a linear combination of the functions from Theorem 4, because there are no logarithms among them. The same if it contains sines of logarithms. So the only case when a linear combination of the functions \( (\ln z)^{\beta} z^\alpha \sin(\beta \ln z + \phi) \) is at the same time the linear combination of the functions \( z^\beta \exp(\alpha z) \sin(\beta z + \tilde{\phi}) \) is when \( p = \beta = 0 \). In this case the above expression turns into \( z^\alpha \), and from the equality of these expressions we conclude that \( \alpha = \tilde{p} \). But \( \tilde{p} \) is necessarily a non-negative integer, and therefore \( \alpha \) is non-negative integer as well. So \( f_i(z) \), which is equal to a linear combination of such terms, is equal to the linear combination of the terms \( z^\alpha \) for non-negative integers \( \alpha \), i.e., each of the functions \( f_i(z) \) is a polynomial. Therefore, every function \( f \) from the optimal family, which is a linear combination of the polynomials, is a polynomial itself.

Let us now prove that every function \( f(z) \) from the optimal family is a polynomial of order \( m - 1 \) or smaller. Suppose that \( f \) is an arbitrary polynomial from \( \Phi \) and its order equals to \( p \). Let’s prove that \( p \leq m - 1 \).

The fact that \( f \) is of order \( p \) means that \( f(z) = a_p z^p + \ldots \), where \( a_p \neq 0 \). Since \( \Phi \) is a set of all linear combinations, it contains \( C f(z) \) with any function \( f(z) \). In particular, if we take \( C = 1/a_p \), we conclude that \( \Phi \) contains a polynomial \( g_p(z) = z^p + a_{p-1} z^{p-1} + \ldots \).

Since the optimal family is invariant with respect to shifts (see the proof of Theorem 4) and contains \( g_p(z) \), it must also contain \( g_p(z + \varepsilon) \) for any real \( \varepsilon > 0 \). Since \( \Phi \) is a set of all linear combinations, it is a linear space. In particular, this means that with any two functions it contains their difference \( \bar{g}_p = g_p(z + \varepsilon) - g_p(z) \). Substituting the above expression for \( g_p(z) \) into this expression for \( \bar{g}_p \), we conclude that \( \bar{g}_p(z) = ((z + \varepsilon)^p - z^p) + a_{p-1}((z + \varepsilon)^{p-1} - z^{p-1}) + \ldots \). Each term \( (z + \varepsilon)^k - z^k \), if we substitute the binomial expression for \( (z + \varepsilon)^k \), turns into

\[
z^k + k \varepsilon z^{k-1} + \ldots - z^k = k \varepsilon z^{k-1} + \text{lower order terms}.
\]

Therefore, the terms \( (z + \varepsilon)^k - z^k \) with \( k < p \) lead only to terms \( z^l \) with \( l \leq k - 1 < p - 1 \). The only term proportional to \( z^{p-1} \) stems from \( (z + \varepsilon)^p - z^p \) and is equal to \( p \varepsilon z^{p-1} \).

So \( \bar{g}_p(z) = p \varepsilon z^{p-1} + \text{lower order terms} \). Similarly to the transition from \( f(z) \) to \( g_p(z) \) we can now divide \( \bar{g}_p(z) \) by the coefficient \( p \varepsilon \) at \( z^{p-1} \) and thus obtain a function

\[
g_{p-1}(z) = z^{p-1} + b_{p-2} z^{p-2} + \ldots
\]
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that also belongs to $\Phi$.

So from the fact that $\Phi$ contains a polynomial $g_p(z) = z^p + \ldots$ whose expansion starts with $z^p$ we concluded that $\Phi$ contains a function $g_{p-1}(z) = z^{p-1} + \ldots$ whose expression starts with $z^{p-1}$. Applying the same arguments to $g_{p-1}(z)$, we conclude that $\Phi$ contains a function $g_{p-2}(z) = z^{p-2} + \ldots$, which, in its turn, implies that $\Phi$ contains functions

$$g_{p-3}(z) = z^{p-3} + \ldots, g_{p-4}(z) = z^{p-4} + \ldots, \ldots, g_k(z) = z^k + \ldots, g_1(z) = z^1 + \ldots, g_0(z) = z^0 = 1.$$  

So we found $p + 1$ functions $g_k(z)$ in $\Phi$.

Let's prove that these functions $g_k(z)$ are linearly independent. Linear independence means if a linear combination $C_0g_0(z) + C_1g_1(z) + \ldots + C_pg_p(z)$ is equal to 0, then all the coefficients $C_i$ are equal to 0. Indeed, let's substitute the above expressions for $g_k(z)$ into the equation $C_0g_0(z) + C_1g_1(z) + \ldots + C_pg_p(z) = 0$. The polynomial on the left-hand side of this equation is identically 0, therefore all its coefficients must be equal to 0. Since each of $g_k(z)$ is a polynomial of $k$-th order, the highest term in the left-hand side is proportional to $z^p$ or to a smaller power of $z$. The only term proportional to $z^p$ in the left-hand side can stem from $g_p(z)$, and since $g_p(z) = z^p + \ldots$, the coefficient at $z^p$ must be equal to $C_p$. But on the other hand, the coefficient at $z^p$ in the left-hand side must be 0, therefore $C_p = 0$. If we substitute $C_p = 0$ into the this equation, we conclude that $C_0g_0(z) + C_1g_1(z) + \ldots + C_{p-1}g_{p-1}(z) = 0$. Similar arguments now lead to $C_{p-1} = 0$, and consequently to $C_{p-2} = c_{p-3} = \ldots = C_k = \ldots = C_1 = C_0 = 0$. So all the coefficients are 0, and therefore the functions $g_k(z)$ are linearly independent.

So in an $m$-dimensional linear space $\Phi$ there are $p + 1$ linear independent elements $g_0(z), g_1(z), \ldots, g_p(z)$. Since in an $m$-dimensional space there can be at most $m$ independent elements, we conclude that $p + 1 \leq m$, hence $p \leq m - 1$. So every polynomial from $\Phi$ is indeed of order $\leq m - 1$.

Therefore $\Phi$ is an $m$-dimensional linear subspace of an $m$-dimensional linear space of all the polynomials of order $\leq m - 1$. But any $m$-dimensional linear space has only one $m$-dimensional linear subspace: itself. So $\Phi$ coincides with the set of all polynomials of order $\leq m - 1$. Q.E.D.
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