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\textit{Abstract} — Neural networks are universal approximators. For example, it has been proved (Hornik et al) that for every $\varepsilon > 0$, an arbitrary continuous function on a compact set can be $\varepsilon$-approximated by a 3-layer neural network. This and other results prove that in principle, any function (e.g., any control) can be implemented by an appropriate neural network. But why neural networks? In addition to neural networks, an arbitrary continuous function can be also approximated by polynomials, etc. What is so special about neural networks that make them preferable approximators?

To compare different approximators, one can compare the number of bits that we must store in order to be able to reconstruct a function with a given precision $\varepsilon$. For neural networks, we must store weights and thresholds. For polynomials, we must store coefficients, etc. In the present paper, we consider functions of one variable, and show that for some special neurons (coresponding to wavelets), neural networks are optimal approximators in the sense that they require (asymptotically) the smallest possible number of bits.

I. Brief Informal Introduction

Recently, it has been proved that neurons are universal approximators (see, e.g., [11], [6], [10], [13], [3], [1], [12]). These results prove that in principle, any function (e.g., any control) can be implemented by an appropriate neural network. But why neural networks? In addition to neural networks, an arbitrary continuous function can be also approximated by polynomials, etc. Is there anything special in neural networks that make them preferable approximators?

To compare different approximators, one can compare the number of bits that we must store in order to be able to reconstruct a function with a given precision $\varepsilon$. For neural networks, we must store weights and thresholds. For polynomials, we must store coefficients, etc. In the present paper, we consider functions of one variable, and show that for some special neurons (in which activation functions correspond to wavelets), neural networks are optimal approximators in the sense that they require (asymptotically) the smallest possible number of bits.

The structure of this paper is as follows. Our main goal is to prove that some special type of feedforward neural networks (namely, wavelet neural networks), are the best of all possible approximators. The more general is our definition of an approximator, the stronger the result. Therefore, in Section II, we choose a reasonable class of functions $f(x)$, and for this class, describe the most general definition of an approximation procedure. In Section III, we describe wavelet neural networks. Our main result is presented in Section IV.

II. Approximation Procedures: Basic Definitions and Their Motivations

Let us first describe the class of functions $y = f(x)$ that we want to approximate, explain why we have chosen this class, and give examples of reasonable approximators.

\textbf{Definition 1.} Suppose that $p$ is a positive integer, and $\Delta > 0$ is a real number. By $F_p(\Delta)$ we denote the set of all functions $f(x)$ that have $p$ continuous derivatives on $(0,1)$, are equal to 0 in some neighborhoods of 0 and 1, and satisfy the inequality $|f^{(p)}(x)| \leq \Delta$ for all $x \in (0,1)$.

\textit{Motivation.} In the present paper, we will analyze a 1-dimensional approximation problem. By this, we mean the following: suppose that we have a physical dependency $f(x)$ that is a smooth function. By smooth we mean that $f(x)$ is a $p$ times differentiable function of $x$, for some integer $p$. We want to
measure the values \( f(x_i) \) of this process, and then transform these values into some computer record \( r \) in such a way that from \( r \), we can reconstruct the whole function \( f(x) \). This record \( r \) will be called the approximator for \( f(x) \), or the result of compressing \( f(x) \). Let us give two examples of approximations:

**Example 1.** When we say that 3-layer neural network approximate functions, we mean that an arbitrary function \( f(x) : R \rightarrow R \) can be approximated by the expressions of the type

\[
\sum_{h=1}^{H} \beta_h s(w_h x + b_h).
\]

Here \( H \) is the number of neurons in the hidden layer, \( w_h \) is the weight on the way from the input to \( h \)-th hidden neuron, \( b_h \) is the threshold of \( h \)-th hidden neuron, \( \beta_h \) is the weight on the way from \( h \)-th hidden neuron to the output neuron, and \( s(x) \) is a function that is called an input-output characteristics of a neuron. This function is supposed to be fixed. So, in this example, a record \( r \) contains the binary expansions of the coefficients \( \beta_h, w_h, \) and \( b_h \).

**Example 2.** We can also approximate an arbitrary function by polynomials:

\[
f(x) \approx \sum_{k=0}^{K} C_k x^k.
\]

Here, a record \( r \) consists of the binary codes of the coefficients \( C_k \).

In real life situations, we can only observe the values \( x_i \) that do not exceed some limit \( X \). So, if we say that we know the entire dependency, this means that the value \( f(x) \) is not physically meaningful for \( x > X \) or \( x < -X \). For example, if \( x \) is velocity, then it makes no sense to ask for \( f(x) \) for \( x \) greater than the velocity of light \( c \). In view of that, let us assume that the function \( f(x) \) is different from 0 only on some finite interval \((-X,X)\). In mathematical terms, we assume that a function \( f(x) \) has a finite support.

Of course, the bigger this interval \((-X,X)\), the more sample values we must measure, and therefore, the more information we have to store. So, to compare different approximation schemes, we must fix an interval. In the present paper, we will do all the computations with the interval \((0,1)\). However, by choosing this interval we do not lose any generality: the same asymptotic estimates are true for any interval \((-X,X)\).

We consider smooth dependencies \( y = f(x) \) only. The faster \( y \) changes with \( x \), the smaller must be the interval between the two consequent values \( x_i \) if we want to monitor all the changes in \( y = f(x) \). Therefore, the more values we have to store. Likewise, if we consider functions that are two times differentiable, the bigger is the possible acceleration, the more closely we have to monitor \( f(x) \). In view of that, if we consider all possible smooth functions, and do not restrict the derivative, then we will be unable to compare different approximation schemes: for each scheme, the maximum number of bits that is necessary to reconstruct such a function tends to \( \infty \) as the derivative tends to \( \infty \).

So, to compare different approximation schemes, let us consider only the functions \( f(x) \), for which the value of \( p \)-th derivative is limited by some number \( \Delta > 0 \). Thus, we restrict ourselves to the functions from the above-defined class \( F_p(\Delta) \).

**Denotation.** By \( \rho(f,g) \) we will denote an \( L^2 \) metric on a function space, i.e., \( \rho(f,g) = \|f - g\| \), where \( \|f - g\|^2 = \int (f(x) - g(x))^2 \, dx \).

**Motivation.** As the authors of [9] correctly state, some researchers use the mean-square error (i.e., \( L^2 \)-metric) without a priori justification, and in some problems (like image processing) this metric may not give the best description of what we humans mean by close images.

Therefore, let us find out what metric is most adequate to describe the mainstream approximation problems.

Since all the measurements are inevitably imprecise, we cannot reconstruct \( f(x) \) precisely. Usually, the measurement errors are independently distributed. So, the differences \( e_i \) between the actual values \( f(x_i) \) and the measured values \( f(x_i) \) are equally normally distributed independent random variables. According to a \( \chi^2 \)-criterion, we can conclude that with given reliability, the possible values of \( e_i \) must satisfy the inequality \( \sum_i e_i^2 \leq C \) for some constant \( C \). Therefore, if we have two different functions \( f(x) \) and \( f(x) \) for which \( \sum_i (f(x_i) - f(x_i))^2 \leq C \), and the results of the measurements are \( f(x_i) \), then we cannot tell whether the actual function is \( f(x) \), or the actual signal is \( f(x) \), and the measurement results are different from \( f(x) \) because of the measurement errors. So, the same measurement results can be due to both functions: \( f(x) \) and \( f(x) \).

We want to reconstruct the function \( f(x) \) as precisely as possible. Therefore, we must take measurements in many points. The expression \( \sum_i (f(x_i) - f(x_i))^2 \) is an integral sum for the integral \( \int (f(x) - f(x))^2 \, dx \). When we take sufficiently many \( x_i \), we get

\[
\sum_i (f(x_i) - f(x_i))^2 \approx K \int (f(x) - f(x))^2 \, dx,
\]
and the inequality $\sum_i (f(x_i) - \hat{f}(x_i))^2 \leq C$ turns into $\int (f(x) - \hat{f}(x))^2 \, dx \leq \alpha$ for some $\alpha > 0$.

Therefore, even if we do not do any approximation and keep all measurement results, we cannot reconstruct a function $f(x)$ precisely; as a result, we can get any function $\hat{f}(x)$ that satisfies the inequality $\int (f(x) - \hat{f}(x))^2 \, dx \leq \alpha$.

The closer $\alpha$ to 0, the more precise is this reconstruction. Therefore, the error of the reconstruction is best expressed by a $L^2$ metric. So, we can formulate the approximation problem as follows: we want to transform the values $f(x_i)$ into a record $r$ in such a way that from this record $r$, we will be able to reconstruct a function $\hat{f}(x)$ that is sufficiently close to $f(x)$ in the sense that

$$\int (f(x) - \hat{f}(x))^2 \, dx \leq \varepsilon^2,$$

where we denoted $\varepsilon = \sqrt{\alpha}$. In the above denotations, this inequality can be rewritten as $\rho(f, \hat{f}) \leq \varepsilon$.

Remark. For specific problems (e.g., in robust control systems design), other metrics are more adequate.

**Definition.** Suppose that $F$ is a metric space with a metric $\rho$, and $\varepsilon > 0$. By an $\varepsilon$-net we mean a set $M \subseteq F$ such that for every $f \in F$, there exists an $m \in M$ such that $\rho(f, m) \leq \varepsilon$.

Now, we are ready to define an approximation set.

**Definition 2.** For a given $\varepsilon > 0$, by an approximation set for a set $F_p(\Delta)$, we mean a finite set $M$ that is an $\varepsilon$-net for $F_p(\Delta)$ (in $L^2$-metric). The number $\varepsilon$ will be called a precision of this approximation set.

We will say that an approximation set $M$ requires $\lceil \log_2|M| \rceil$ bits, where $|M|$ denotes the number of elements in $M$.

**Motivation.** Let us first show that any real-life approximation procedure leads to a sequence $\{f_i\} \subseteq F_p(\Delta)$. Indeed, let us take an arbitrary approximation procedure. Let us denote by $B$ the number of bits that this procedure uses to store the information about a signal. This means that every record is represented by a sequence of $B$ 0’s and 1’s. Since there are $2^B$ such sequences, we get at most $2^B$ different records. Each record can be also interpreted as a binary code of an integer $j$ (so that $0 \leq j \leq 2^B - 1$).

Let us denote by $f_i(x)$, $1 \leq i \leq 2^B$, a function that is reconstructed from a record $i - 1$. Then, according to our understanding of an approximation problem, every function $f(x)$ from $F_p(\Delta)$ can be transformed into some record $j$, so that the result $f_{j+1}$ of reconstructing from this record is $\varepsilon$-close to $f$. So, $\{f_i\}$ form an $\varepsilon$-net.

Let us now explain why any $\varepsilon$-net can be viewed as an approximation set. Indeed, if $\{f_i\}$ is an $\varepsilon$-net, then for each function $f(x)$, there exists an $i$ such that $\rho(f, f_i) \leq \varepsilon$. So, we can use $j = i - 1$ as a record that corresponds to $f(x)$.

In general, if we have $|M|$ different elements in a $\varepsilon$-net, then we can use numbers from 0 to $|M| - 1$ to store them. $B$ bits allow us to store $2^B$ numbers (from 0 to $2^B - 1$). Therefore, to store numbers from 1 to $|M|$, we need $\lceil \log_2 |M| \rceil$ bits.

**Definition 3.** By an approximation scheme $S$ for a set $F_p(\Delta)$, we mean a function that transforms any positive real number $\varepsilon$ into an approximation set $S(\varepsilon)$ for this $\varepsilon$. By a quality function of an approximation scheme $S$ we mean a function $q_S(\varepsilon)$ that transforms $\varepsilon$ into the number of bits required for $S(\varepsilon)$.

**Definition 4.** We say that a function $f(\varepsilon)$ is asymptotically better than the function $g(\varepsilon)$ if for every $C > 0$, there exists an $\varepsilon_0 > 0$ such that for $\varepsilon < \varepsilon_0$, $f(\varepsilon) < C g(\varepsilon)$. In other words, $f$ is asymptotically better than $g$ if $f(\varepsilon)/g(\varepsilon) \to 0$ when $\varepsilon \to 0$.

**Definition 5.** We say that an approximation scheme $S$ is asymptotically better than an approximation scheme $T$ if the quality $q_S(\varepsilon)$ of scheme $S$ is asymptotically better than the quality $q_T(\varepsilon)$ of scheme $T$.

**Motivation.** In principle, we can compare the number of bits $q_S(\varepsilon)$ and $q_T(\varepsilon)$ directly. But even if $q_S(\varepsilon) < q_T(\varepsilon)$ for all $\varepsilon$, we cannot be sure that $S$ is better than $T$. The reason is that in actual signal processing systems, memory consists of several different unequal parts. For some of them (e.g., for disk memory) it is easy to add additional bits, for some other (e.g., for operational memory) it is more difficult. So, if a scheme $S$ requires a memory that is more difficult to enlarge, then from the user’s viewpoint, it can be worse than a scheme $T$ that requires more bits, but those bits are in a memory that is easier to enlarge. In such cases, we must compare not bits themselves, but the total cost of these bits. So, if $S$ requires the memory with a cost $c_S$ per bit, and $T$ requires a memory with a cost $c_T$ per bit, then $S$ is better if $c_S q_S(\varepsilon) \leq c_T q_T(\varepsilon)$. If we denote $C = c_T/c_S$, we can conclude that $q_S(\varepsilon) \leq C q_T(\varepsilon)$.

We would like to say that $S$ is better than $T$ if $S$ is better regardless of the costs, i.e., if the above inequality is true for all $C > 0$. However, if we demand it to be true for all $\varepsilon$, then from $q_S(\varepsilon) \leq C q_T(\varepsilon)$, we conclude that $q_S(\varepsilon) = 0$. So, we can require this inequality only for sufficiently small $\varepsilon$.

**Definition 6.** We say that two functions $f(\varepsilon)$ and $g(\varepsilon)$ are asymptotically equivalent if there exist $C_1, C_2$ and $\varepsilon_0 > 0$, such that for all $\varepsilon < \varepsilon_0$, we
have \( C_1 g(\varepsilon) \leq f(\varepsilon) \leq C_2 g(\varepsilon) \).

**Definition 7.** We say that an approximation scheme \( S \) is asymptotically of the same quality as an approximation scheme \( T \) if their quality functions \( q_T(\varepsilon) \) and \( q_S(\varepsilon) \) are asymptotically equivalent.

**Motivation.** This means that for some combination of the costs \( c_S \) and \( c_T \), \( S \) is better than \( T \), and for some other combination of costs, \( T \) is better than \( S \).

**Remark.** The smallest possible number of elements in a \( \varepsilon \)-net for \( F \) is usually denoted by \( N^F(\varepsilon) \) (see, e.g., [16], Chapter 10), and the logarithm of this number is denoted by \( H^F(\varepsilon) \) and is called metric entropy of the set \( F \). So, the quality of the best possible approximation scheme is asymptotically equivalent to \( H^F(F_p(\Delta)) \).

The idea of using entropy to describe the complexity of neural networks was used in [23] and [2].

**III. WAVELET NEURAL NETWORKS AS APPROXIMATORS**

**A. What Is a Wavelet**

It is well known that an arbitrary function on \( (0,1) \) can be represented as a Fourier series or a Fourier integral. In other words, an arbitrary function can be represented as a linear combination of waves (sines \( \sin(kx) \) and cosines \( \cos(kx) \)). These component waves are “infinitely long” in the sense that they are different from 0 for arbitrary large \( x \). Since we are interested in approximating functions, that are different from 0 only on the interval \( (0,1) \) (or even have a compact support), it seems reasonable to use some kind of “short waves” for approximations, i.e., wave-like functions that tend to 0 as \( x \to \infty \) (or, correspondingly, have compact support). Such functions are called wavelets, and they are successfully applied in many areas (see, e.g., [5], [4], [8]).

Depending on our requirements, there exist many different kinds of wavelets. Since we are approximating a function that is located on an interval \( (0,1) \), it is reasonable to consider only wavelets with compact support. Since we are interested in approximating \( p \) times differentiable functions, it is reasonable to consider \( p \) times differentiable wavelets. Let us recall relevant definitions (see, e.g., [8]):

**Definition.** For an integer \( m \), by a compactly supported 1-dimensional wavelet of class \( m \) (or wavelet for short) we mean a function \( s(x) \) such that:

1) The function \( s \) has bounded derivatives up to order \( m \), defined almost everywhere.

2) The function \( s(x) \) is equal to 0 outside some interval \( (a,b) \).

3) \( \int x^\alpha s(x) \, dx = 0 \) for \( \alpha = 0, 1, 2, \ldots, m \).

4) The family \( \{ e_{jk}(x) = 2^{j/2} s(2^j x - k) \} \), where \( j \) and \( k \) are arbitrary integers, is an orthonormal basis for \( L^2(R) \).

**Remarks.**

1) The existence of such wavelets was proved in [7], for \( a = -Cm \) and \( b = Cm \).

2) In the following text, \( a \) and \( b \) stand for the endpoints of the interval on which \( s(x) \) is located.

**B. Wavelet Neural Networks**

Due to condition (4), an arbitrary smooth function \( f(x) \) on \( (0,1) \) can be represented by a series \( f(x) = \sum_{j,k} C_{jk} 2^{j/2} s(2^j x - k) \) (with \( C_{jk} = \int f(x) 2^{j/2} s(2^j x - k) \, dx \)). If we retain finitely many coefficients \( C_{jk} \), we get an approximation for \( f(x) \). This approximation is a particular case of the general expression of a 3-layer neural network \( \sum_{h=1}^{H} \beta_h s(w_h x + b_h) \); namely, weights \( w_h \) are equal to \( 2^h \), thresholds to \( b_h = -k \), and weights \( \beta_h \) on the way from hidden to output neurons are equal to \( C_{jk} 2^{j/2} \). In this case, thresholds \( b_h \) and weights \( w_h \) are “frozen” (i.e., they do not depend on the function \( f(x) \)).

Let us call such neural networks, for which \( s(x) \) is a wavelet, \( w_h = 2^h \), and \( b_h = -k \), wavelet neural networks.

**Remark.** The relationship between wavelets and neural networks has been explored in [18], [24], [19], [25], [20], [21].

**C. Wavelet Neural Network as an Approximation Scheme**

We have already mentioned that an arbitrary smooth function \( f(x) \) on \( (0,1) \) can be represented by a series \( f(x) = \sum_{j,k} C_{jk} e_{jk}(x) \), with \( C_{jk} = \int f(x) e_{jk}(x) \, dx \). We can use the coefficients \( C_{jk} \) as a record from which we can reconstruct \( f(x) \). From the properties of wavelets, we can extract the following definition:

**Definition 8.** Suppose that \( \Delta \) and \( p \) are given. Let us denote

\[
C_1 = \int |y|^p |s(y)| \, dy, \\
N_2 = \max(1/(2p+1) \log_2(18C_2^2(b-a)\Delta^2)-2/(2p+1) \log_2(\varepsilon)), \\
1/(2p) \log_2(18C_2^2\Delta^2)-1/p \log_2(\varepsilon)], \\
C_2 = \max(|s(x)|), \\
N_1 = \log_2(9(b-a+1)C_2^2\Delta^2)-2 \log_2((p+1)!) - 2 \log_2(\varepsilon)], \\
N = (N_1+1)(b-a+1)+N_2(b-a)+2^{N_2+1}-2, \\
d = \left[ 1/2 \log_2(9N) - \log_2(e) \right].
\]

By \( W \) we will denote a function that assigns to every
\[ \epsilon > 0 \text{ the set } W(\epsilon) \text{ of all functions of the type} \]
\[ \sum_{j=-N}^{N} \sum_{k \in \mathbb{Z}} C_{jk} \delta_{jk}(x), \]

where each coefficient \( C_{jk} \) is a binary number of the type \( p/2^q \), \( p \) is an integer such that \( p \geq m \), \( |C_{jk}| \leq 2^{-j(p+1)/2)} C \Delta \) for \( j > 0 \) and
\[ |\tilde{C}_{jk}| \leq 2^{-j/2} C_{2j}/(p+1)! \]
for \( j \leq 0 \).

**PROPOSITION.** The above-described function \( W \) is an approximation scheme for \( F_p(\Delta) \).

**Definition 9.** The approximation scheme \( W \) from Definition 8 will be called a wavelet neural network approximation scheme, or simply wavelet approximation scheme.

**IV. MAIN RESULT**

**Theorem.** For \( F_p(\Delta) \), the quality \( qW(\epsilon) \) of the wavelet approximation scheme \( W \) is asymptotically equivalent to \( \epsilon^{-1/p} \).

The proof is given in [15]. It is based on the estimates provided in [17].

**Remark.** It is known ([14], [22]) that metric entropy of \( F_p(\Delta) \) is asymptotically equivalent to \( \epsilon^{-1/p} \).

This means that for every approximation scheme, its quality cannot become better than \( \epsilon^{-1/p} \). Therefore, our Theorem proves that wavelet neural networks are optimal approximators, because they require the smallest number of bits for the same precision \( \epsilon \).

Our Theorem is in good agreement with the following result from [9]. Namely, for any basis \( \delta_{jk}(x) \), an arbitrary function can be represented as \( \sum_k C_k \delta_{jk}(x) \). So, instead of the original signal, we can store the coefficients \( C_k \) of this expansion. The authors of [9] prove that for a given precision \( \epsilon \), wavelet basis requires the smallest number of coefficients to store. Our Theorem proves that wavelets still lead to the best approximation if we compare them to an arbitrary approximation scheme (not necessarily related to any basis).
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