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1. Introduction

1.1. Optimization is important for control

One of the major applications of soft computing (fuzzy, neural, etc) is control (see, e.g., WCCI 1994 [66]). There exist dozens of successful fuzzy controllers:

- there are fuzzy controllers that are better (cheaper, simpler, etc) than traditional controllers that have been used before, and what is even more, and, what is even more exciting,
- there are fuzzy controllers that control plants for which no traditional controller has been known:
  - plants whose dynamics is too complicated and, so to say, “too non-linear” for traditional control to be applicable (like backing up a truck);
  - plants whose dynamics is unknown (only uncertain expert knowledge exists), and for which, therefore, traditional control cannot be applied in principle.

Fuzzy controllers are good, but they are not always perfect. How to improve them? How to optimize them?

Fuzzy control is a relatively new field, so few analytical and numerical techniques exist for its optimization. Hence, optimization is now done mainly by trial-and-error. How exactly?

- *Experiment on a real plant* is rarely a possibility.
- If we know the exact description of a plant, we can:
  - make its computer model;
  - simulate different control strategies on this model, and
  - choose the best control.

It is not necessarily an exhaustive search: very advanced algorithms have been used for such optimization, e.g., genetic algorithms (see, e.g., Cooper 1994 [13]).

- But if the plant is not precisely known, then we must find an optimal control under fuzzy (elastic) constraints.

1.2. Optimization of a fuzzy function \( f \) is also important, but let’s first describe how to optimize crisp \( f \)

Before we describe how to improve control, we must describe what it means to improve. In other words, we must choose a characteristic \( f \) that will describe to what extent a control is good. It may be time, it may be cost, it may be fuel consumption.

It is not always easy to choose such a characteristic. E.g., for a consumer-related product, \( f \) must somehow incorporate production cost (that is possible to describe numerically) and “consumer satisfaction” (that is not easy to describe). A train should ride “smoothly”, a refrigerator should cool “reasonably well”, etc. In all these cases, an objective function \( f \) itself is fuzzy.

Comparing fuzzy numbers, and optimizing a fuzzy function is a very complicated problem in itself (see, e.g., Dubois 1994 [23]). It is vitally important for control, but it is our strong belief that before we will be able to handle this problem properly, we must first concentrate on (relatively) simpler situations, when \( f \) is crisp.

In view of this remark, in this paper, we describe only the optimization problem with crisp \( f \).
1.3. The structure of this paper

First, we will give a simple example (in Section 1.4), and describe a general situation (Section 1.5). Then, in Sections 2–4, we will describe the existing methods of formalizing this problem. In describing known methods, we will try our best to make them sound natural, and, hopefully, convincing for a potential control-minded user. Section 5 describes what needs to be done to make these methods more practical.

1.4. A simplified example: controlling a highway network (Bit 1992) [5]

Everyone has seen policemen who regulate the traffic. How to automate this control? In this case, control parameters \( \vec{x} = (x_1, ..., x_n) \) are car flows sent to different routes. These flows are not arbitrary: we must avoid congestion. Whether there will be congestion or not, depends on many difficult-to-predict parameters, like sudden weather changes, unexpected soccer results, or an amazing TV chase that glues everyone to their homes. In other words, the “no congestion” condition \( C(\vec{x}) \) is fuzzy.

The objective is crisp: to increase the total car flow \( f(\vec{x}) \).

1.5. General formulation

Given:
- a (crisp) function \( f : X \to R \), and
- a fuzzy set \( C \subseteq X \).

To find \( x \in X \) for which
\[
 f(x) \to \max_{x \in C} .
\]

What is given can be easily formalized:

**Definition 1.** By a maximization problem under fuzzy constraints, we mean a pair \( (f, C) \), where \( f : X \to R \) is a (crisp) function from a set \( X \) into the set \( R \) of all real numbers, and \( C \subseteq X \) is a fuzzy subset of \( X \).

However, what we want is not immediately clear. Actually, there are two parts to this problem:
- first, we must formalize it, i.e., describe it in precise mathematical terms;
- second, we must actually solve it, i.e., design and apply an algorithm that compute \( x \).

Strange as it may sound, the second part is much more advanced than the first one:
- For different formalizations, there have been proposed several different algorithms, and many successful applications are known (see, e.g., Negoita 1975 [41], Negoita 1977 [42], Zimmermann 1978 [75], Rašcica 1979 [49], Verdegay 1982 [65], Zimmermann 1985 [77, 78], Delgado 1989 [16], Luhandjula 1989) [38], Rommelfanger 1989 [51, 52], Sakawa 1993 [55], Delgado 1994 [15]).
- Especially successful was fuzzy mathematical programming, when the condition is formulated as a mathematical (e.g., linear) inequality with fuzzy coefficients (Flachs 1978) [24], (Zimmermann 1978) [75], (Verdegay 1982) [65], (Zimmermann 1985)
[77,78], (Chanas 1989) [11], (Delgado 1989) [16], (Luhandjula 1989) [38], (Rommel-farger 1989) [51,52], (Sakawa 1993) [55], (Delgado 1994) [15]. In particular, fuzzy linear programming has been successfully applied to such diverse fields as:

- air pollution (Sommer 1978) [60],
- media selection (Wiedy 1978) [67],
- industrial engineering (Deporter 1990) [17],
- reliability problems (Sasaki 1991) [56],
- manufacturing (Tsai 1994) [63], etc.

- On the other hand, there is still a lot of un-clearness about different formalizations, because in some cases, different formalizations lead to radically different results (see, e.g., (French 1984) [25], (Dubois 1994) [23], and references therein).

To our viewpoint, the foundation problem (not an algorithmic part) is currently the bottleneck that prevents the usage of fuzzy optimization techniques in control. In view of that, the main objective of this paper is to describe different formalizations from a unified viewpoint.

Comment. This paper is intended to be a survey of different approaches to fuzzy optimization. Although we do mention some actual applications and results, we do not intend it to be a survey of all papers on fuzzy optimization in general: there are currently too many to describe in a single survey paper. An interested reader can find more references in the bibliographies to the cited papers and monographs.

1.6. Two possibilities: main difference between control and decision making

Before we start describing these formalizations, let’s mention that there are two main possibilities here:

- In decision making, what we want is some help for a decision maker. Therefore, we want the computer to produce several possibly optimal solutions, with corresponding degree of possibility to be optimal. In fuzzy terms, we want a membership function \( \mu_D(x) \) that describes an optimal solution.

- In control, we want an automated device that controls without asking a human operator every time. In this case, we would prefer a number \( x \).

So, in this paper, our goal will be to describe methods of generating a number \( x \). However, since in fuzzy control, the resulting number is usually generated by applying an appropriate defuzzification procedure to a membership function, we will (in the majority of the described methods) first generate \( \mu_D(x) \).

Comment. There is a direct analogy of this dichotomy in crisp optimization:

- In decision making, if there are several different \( x \) for which

\[
f(x) = \max_{y \in C} f(y),
\]

we would like to generate them all, so that a decision maker will be able to choose an appropriate decision.

- In control, it is sufficient to generate one of these optimal solutions, and apply (on-line) the corresponding control.
In other words, in decision making, we want to generate the set

\[ \{ x : f(x) = \max_{y \in C} f(y) \}, \]

and in control, a value \( x \) for which

\[ f(x) = \max_{y \in C} f(y). \]

Our problem is to extend these definitions to the case of fuzzy constraints. Since there can be several extensions, there have been several fuzzy formalizations.
2. Formulations based on the maximizing fuzzy set

2.1. Idea

The problem of fuzzy optimization was first mentioned in (Zadeh 1965) [72], and the first idea of solving this problem was described and formalized in (Bellman 1970) [4], (Zadeh 1972) [73], (Tanaka 1973) [62], (Negoita 1975) [41]. Let us denote by $\mu_C(u)$ a membership function that describes a fuzzy constraint $C$. If we can somehow find a membership function $\mu_M(x)$ that corresponds to the phrase “$f(x)$ is sufficiently large”, then we can assign to a phrase “$f(x)$ is sufficiently large and $C(u)$ is true” a membership function $\mu_D(x) = f_&(\mu_C(x), \mu_M(x))$, where $f_&$ denotes an $&$-operation (also known as a $t-$norm).

If we are then interested in a single value $x^*$, we can apply a defuzzification procedure to the resulting membership function $\mu_D(x)$.

The main problem here is to choose the “maximizing membership function $\mu_M(x)$. The larger the value of $f(x)$, the bigger our belief that $f(x)$ is sufficiently large. So it is natural to use

$$\mu_M(x) = \varphi(f(x))$$

for some monotonically increasing $\varphi$. This function $\varphi$ determines to what extent we are eager to get large values of $f$; what tradeoffs we are ready to make.

So, the idea is as follows:

- Choose a function $\varphi$ that describes our desires.
- Compute $\mu_M(x) = \varphi(f(x))$ and $\mu_D(x) = f_&(\mu_M(x), \mu_C(x))$.
- Apply some defuzzification procedure to choose a single value $x^*$.

In this Section, we will briefly discuss the following problems:

- how to choose $f_&$?
- how to choose a defuzzification?
- how to choose $\varphi$?

Then, we will (also briefly) describe a typical control application, and discuss what to do if this maximizing set approach cannot be applied.

2.2. What $\&$-operations to use?

Historically, the first $\&$-operation ($t-$norm) to be used was min. This is not always the best operation (for examples, see Zimmermann 1985 [77, 78] and Angelov 1994 [2]), but it is still widely used because computationally, it is the simplest (for a formal proof, see Kreinovich 1994 [36]).

Angelov (1994) [2] proposes to use Hamacher’s $t-$norm

$$\frac{ab}{\beta + (1 - \beta)(a + b - ab)}.$$ 

It is also possible to use other $\&$-operations ($t-$norms; see, e.g., Klir 1988) [29]. These operations are symmetric, but the role of constraint and an objective function can be different, so a non-symmetric aggregation operation may be used (Dubois 1994) [23]. For
example, in (Bellman 1970) [4], a linear combination \( a, b \rightarrow \alpha a + \beta b \) was used to combine \( \mu_C \) and \( \mu_M: \mu_D(x) = \alpha \mu_M(x) + \beta \mu_D(x) \).

**Comment.** Different aggregation operations are described, e.g., in (Dubois 1988) [19], Ch. 3.

2.3. **What defuzzification to use?**

Usually, the value \( x^* \) for which \( \mu_D(x) \rightarrow \max \) is chosen (Zimmermann 1991) [79]. Angelov (1994) [2] shows that in some cases, better results can be obtained if we use defuzzification procedure proposed in (Yager 1991) [71].

2.4. **First method of choosing \( \varphi \): from experts**

In principle, we can determine \( \mu_M(x) \) in the same manner as we can determine any other membership function: by asking experts.

**Example (Kreinovich 1992) [30]: processing noisy images**

There are many different images that are consistent with given observation data. Usually, the actual image is smooth, and the noise makes it non-smooth. So, we can look for the smoothest image among all images that are consistent with our observations.

If we have only expert knowledge about noise, then “consistent” becomes a fuzzy term. So, we have a typical maximization problem under fuzzy constraints: \( x \) is a function, and

\[
f(x) = \int (x^*)^2 \, dt.
\]

For this case, our analysis (Kreinovich 1992) [30] revealed that a natural membership function is \( \mu_M(x) = \exp(-\alpha f(x)) \), where a parameter \( \alpha \) may be different for each situation, and must thus be determined by interviewing an expert.

Getting \( \mu_M \) by exhaustively interviewing experts gives us the most adequate picture of what these experts really want. However, this method is very labor- and time-consuming so, it would be nice to be able to determine \( \varphi \) without asking experts.

2.5. **Main method of choosing \( \varphi \): from partial information**

2.5.1. **Main idea**

The main idea of this choice can be traced to (Zadeh 1972) [73] and consists of the following:

From the purely mathematical viewpoint, if we change a function \( \varphi \), then we get a different function \( \mu_M \) and thus, a different maximizing set. Every function \( \varphi \) leads to a different \( \mu_M \). So it seems like we have too many possible choices, and it is extremely difficult to make a reasonably choice. Hopefully, this plentiness of choice is to some extent deceptive:

- First, we are talking fuzzy values, and a fuzzy value is not a precisely and uniqueness defined number. If we slightly modify the procedure used to assign numbers (values of membership function) to words (that were actually used by experts), then we will get a slightly different membership functions that will, nevertheless represent the same knowledge.
• Second, the numerical values \( f(x) \) are also not carved in stone.
• For one and the same physical situation, we can get different values if we use different units: e.g., the same time interval can be measured as 1.5 (in minutes) or as 90 (in seconds).
• Also, we can use different starting points. We will also get different numerical values: for example, when planning a space flight, we can minimize either the total fuel spent, or the excess fuel over some absolutely necessary amount. Changing units changes a numerical value from \( f(x) \) to \( \lambda f(x) \), where \( \lambda \) is the ratio of the units (in our example, \( 60 = 1 \text{ min}/1 \text{ sec} \)). Changing a starting point changes a numerical value from \( f(x) \) to \( f(x) + c \).

Zadeh’s idea (he called it “scaling property”) is as follows:

Suppose that we have a general procedure to determine \( \mu_M \) from \( f \) as \( \mu_M(x) = \varphi(f(x)) \). Then, we take \( f \), apply this procedure, and get a membership function \( \mu_M(x) \).

Now, what if someone else did the same thing, for the same physical (or technical, or whatever) problem, with the same objective function, but he used different units and/or different starting point for measuring \( f \). Then, instead of \( \varphi(f(x)) \), we would get a different membership function, say, \( \varphi(f(x) + c) \).

Mathematically these two functions are different. However, it is very natural to demand that they express the same knowledge. In other words, we demand that the two resulting membership functions can be transformed onto one another by applying some reasonable rescaling \( r \) of certainty values: \( \varphi(f(x) + c) = r(\varphi(f(x))) \).

To formalize this idea, we must thus describe what rescalings \( r : [0,1] \to [0,1] \) of certainty values can be considered reasonable (in the sense that both the original and the transformed function express the same knowledge).

2.5.2. What rescalings of certainty values are reasonable?

The idea of such a description appeared first in (Kreinovich 1991) [32] and (Kreinovich 1992) [35] and is as follows.

Different assignment procedures are in use

Working intelligent systems use several different procedures for assigning numeric values that describe uncertainty of the experts’ statements (see, e.g., Dubois 1980 [18]). The same expert’s degree of uncertainty that he expresses, for example, by the expression “for sure”, can lead to 0.9 if we apply one procedure, and to 0.8 if another procedure is used. Just like 1 foot and 12 inches describe the same length, but in different scales, we can say that 0.9 and 0.8 represent the same degree of certainty in two different scales.

Some scales are different even in the fact that they use an interval different from \([0,1] \) to represent uncertainty. For example, the famous MYCIN system uses \([-1,1] \) (Shortliffe 1976 [58], Buchanan 1984 [9]).

In some sense all scales are equal, but some are more reasonable than others

From a mathematical viewpoint, one can use any scale, but from the practical viewpoint some of them will be more reasonable to use, and some of them less reasonable. We’ll consider only practically reasonable scales, and we’ll try to formalize what that means.

The class \( \mathcal{R} \) of reasonable transformations of degrees of certainty must satisfy the following properties:
1) If a function $a \rightarrow r(a)$ is a reasonable transformation from a scale $A$ to some scale $B$, and a function $b \rightarrow s(b)$ is a reasonable transformation from $B$ into some other scale $C$, then it is reasonable to demand that the transformation $a \rightarrow s(r(a))$ from $A$ to $C$ is also a reasonable transformation. In other words, the class $\mathcal{R}$ of all reasonable transformations must be closed under composition.

2) If $a \rightarrow r(a)$ is a reasonable transformation from a scale $A$ to scale $B$, then the inverse function is a reasonable transformation from $B$ to $A$.

*Comment.* Thus, the family $\mathcal{R}$ must contain the inverse of every function that belongs to it, and the composition of every two functions from $\mathcal{R}$. In mathematical terms, it means that $\mathcal{R}$ must be a *transformation group*.

3) If the description of a rescaling is too long, it is unnatural to call it reasonable. Therefore, we will assume that the elements of $\mathcal{R}$ can be described by fixing the values of $p$ parameters (for some small $p$). In mathematics, the notion of a group whose elements are continuously depending on finitely many parameters is formalized as the notion of a (connected) *Lie group*. So we conclude that reasonable rescalings form a connected Lie group.

4) The last natural demand that we'll use is as follows. Of course, in principle, it is possible that we assign $0.1$ in one scale and it corresponds to $0.3$ in another scale. It is also possible that we have $0.1$ and $0.9$ on one scale that comprises only the statements with low degrees of belief, and when we turn to some other scale that takes all possible degrees of belief into consideration, we get small numbers for both. But if in some scale we have the values $0.5$, $0.51$ and $0.99$, meaning that our degrees of belief in the first two statements almost coincide, then it is difficult to imagine another reasonable scale in which the same three statements have equidistant truth values, say $0.1$, $0.5$ and $0.9$. If this example is not convincing, take $0.501$ or $0.5001$ for the second value on the initial scale. We'll formulate this idea in the maximally flexible form: *there exist two triples of truth value that cannot be transformed into each other by any natural partial rescaling.*

**Examples of reasonable rescaling transformations**

In addition to these general demands, we have some examples of rescalings that are evidently reasonable (Kreinovich 1990) [31], (Kreinovich 1991) [32], (Kreinovich 1992) [35]:

There are several ways to assign a certainty (truth) value $t(S)$ to a statement $S$ (Dubois 1980) [18]. One of the natural methods (Dubois 1980) [18], Section IV.1.d, (Blin 1973) [7], (Blin 1974) [6], (Klir 1988) [29] is to take several ($N$) experts, and ask each of them whether he believes that $S$ is true. If $N(S)$ of them answer “yes”, we take $t(S) = N(S)/N$ as the desired certainty value. If all the experts believe in $S$, then this value is 1 (=100%), if half of them believe in $S$, then $t(S) = 0.5$ (50%), etc.

Knowledge engineers want the system to include the knowledge of the entire scientific community, so they ask as many experts as possible. But asking too many experts leads to the following negative phenomenon: when the opinion of the most respected professors, Nobel-prize winners, etc., is known, some less self-confident experts will not be brave enough to express their own opinions, so they will either say nothing or follow the opinion of the majority.

How does their presence influence the resulting uncertainty value? Let $N$ denote the
initial number of experts, \( N(S) \) the number of those of them who believe in \( S \), and \( M \) the number of shy experts added. Initially, \( t(S) = N(S)/N \). After we add \( M \) experts who do not answer anything when asked about \( S \), the number of experts who believe in \( S \) is still \( N(S) \), but the total number of experts is bigger \((M + N)\). So the new value of the uncertainty ratio is \( t' = N(S)/(N + M) = ct \), where \( c = N/(M + N) \).

When we add experts who give the same answers as the majority of \( N \) renowned experts, then, for the case when \( t(S) > 1/2 \), we get \( N(S) + M \) experts saying that \( S \) is true, so the new uncertainty value is \( t' = (N(S) + M)/(N + M) = (Nt(S) + M)/(N + M) \).

If we add \( M \) “silent” experts and \( M' \) “conformists” (who vote as the majority), then we get a transformation \( t \rightarrow (Nt + M')/(N + M + M') \). In all these cases the transformation from an old scale \( t(S) \) to a new scale \( t'(S) \) is a linear function \( t \rightarrow at + b \) for some constants \( a \) and \( b \); in the most general case \( a = N/(N + M + M') \) and \( b = M'//(N + M + M') \).

Now we are ready to formulate a mathematical definition.

**Definition 2.** By a rescaling, we mean a strictly increasing continuous function \( f \) that is defined on an interval \([a, b]\) of real numbers.

**Definition 3.** Suppose that some set \( \mathcal{R} \) of rescalings satisfies the following properties:
1) \( \mathcal{R} \) is a connected Lie group;
2) if \( N, M, M' \) are non-negative integers and \( N > 0 \), then the transformation \( t \rightarrow (Nt + M')/(N + M + M') \) belongs to \( \mathcal{R} \);
3) there exist two triples of real numbers \( x < y < z \) and \( x' < y' < z' \) such that no rescaling from \( \mathcal{R} \) can transform \( x \) into \( x' \), \( y \) into \( y' \) and at the same time \( z \) into \( z' \).

Elements of this set \( F \) are called reasonable transformations.

**Theorem 1.** Every reasonable transformation \( r(a) \) is linear, i.e., \( r(a) = ka + l \) for some \( k, l \), and every monotonic linear transformation \( a \rightarrow ka + l \) with \( k > 0 \) is reasonable.

**Historical comment.** The problem of classifying all finite-dimensional transformation groups of an \( n \)-dimensional space \( \mathbb{R}^n \) (where \( n = 1, 2, 3, \ldots \)) that include a sufficiently big family of linear transformations, was formulated by N. Wiener (see, e.g., Wiener 1962 [68]). Wiener also formulated a hypothesis that was confirmed in Guillemin 1964 [27] and Singer 1965 [59]. It turned out that if \( n = 1 \), then only two groups are possible: the group of all linear transformations and the group of all fractionally linear transformations (the simplified proof for \( n = 1 \) is given in (Kreinovich 1987)). For other applications of this result see (Kreinovich 1990) [31], (Corbin 1991) [14], (Kreinovich 1991) [34].

**Proof of Theorem 1.**
1. First of all, let’s prove that all linear functions \( r(a) = ka \) with \( 0 < k < 1 \) are reasonable transformations.

   Indeed, suppose that \( 0 < k < 1 \). Let’s take any \( N \) and choose \( M \) and \( M' \) in such a way that the transformation \( a \rightarrow (Na + M')/(N + M + M') \) is close to \( a \rightarrow ka \), i.e., that \( k \) is close to \( N/(N + M + M') \) and \( 0 \) to \( M'//(N + M + M') \). The last value can be made precisely equal to 0, if we take \( M' = 0 \). In this case, we must take \( M \) so that \( N/(N + M) \) is close to \( k \).
We can easily find the value of $\tilde{M}$, for which $N/(N + \tilde{M})$ is precisely equal to $k$ (this value will not necessarily be an integer). Namely, from $N/(N + \tilde{M}) = k$ we conclude that $(N + \tilde{M})/N = 1/k$, hence $1 + \tilde{M}/N = 1/k$, $\tilde{M}/N = 1/k - 1$, and finally $\tilde{M} = N(1/k - 1)$. Since we assumed that $k < 1$, the value of $1/k - 1$ is positive. The value $N(1/k - 1)$ is not necessarily an integer, but we can take $M_N$ that is closest to $\tilde{M}$, for example, the integer part of $\tilde{M}$: $M_N = \lfloor N(1/k - 1) \rfloor$. According to the definition of the class $\mathcal{R}$ of reasonable transformations, the transformation $t \to Nt/(N + M_N)$ that corresponds to $M' = 0$, belongs to $\mathcal{R}$. This transformation has the form $t \to k_N t$, where $k_N = N/(N + M_N) = 1/(1 + M_N/N)$. From the definition of $M_N$ it follows that $|M_N - M| \leq 1$, therefore $|M_N/N - \tilde{M}/N| \leq 1/N$, and since $M/N = 1/k - 1$, we conclude that $M_N/N \to 1/k - 1$, when $N \to \infty$. Hence $k_N \to 1/(1 + (1/k - 1)) = k$. So $\mathcal{R}$ contains functions $k_N t$ with \(\lim_{N \to \infty} k_N = k\), and since $\mathcal{R}$ is a connected Lie group, it contains the limit function $t \to kt$ as well.

2. Let’s now prove that all linear functions $r(t) = kt$ with $t > 0$ are reasonable transformations.

Let’s consider 3 cases: $t < 1, t = 1$ and $t > 1$. We have already proved the above statement for $t < 1$. If $k = 1$, then the transformation is $t \to t$, and according to the definition of a group, $\mathcal{R}$ must contain it. If $k > 1$, then the inverse transformation $k \to (1/k)t$ satisfies the inequality $1/k < 1$ and therefore (according to 1.) belongs to $\mathcal{R}$. Therefore, since $\mathcal{R}$ is a group, it must also contain a transformation that is inverse to $t \to (1/k)t$, i.e., a function $t \to kt$. The statement is proved.

3. Let’s now prove that for every $l > 0$ the function $r(t) = t + l$ belongs to $\mathcal{R}$.

Indeed, if we take $M = 0$ and $M' = N$, then from the condition 2) of the definition of $\mathcal{R}$, we conclude that the transformation $t \to (t + 1)/2$ belongs to $\mathcal{R}$. On the other hand, according to 2., the function $t \to kt$ belongs to $\mathcal{R}$ for all $k > 0$. Since $\mathcal{R}$ is a group, a composition always belongs to $\mathcal{R}$, therefore, for every $k > 0$ and $m > 0$ the composition of the three transformations $t \to kt$, $t \to (t + 1)/2$ and $t \to mt$ also belongs to $\mathcal{R}$. This composition equals to $m((kt + 1)/2)$. We want to choose $k$ and $m$ in such a way that this function would be equal to the desired one $t + l$. For that we must choose $k$ and $m$ so that $km/2 = 1$ and $m/2 = l$. From the second equation we conclude that $m = 2l$, and then from the first equation we conclude that $k = 2/m = 1/l$. For these $k$ and $m$, we have actually proved that the function $t \to t + l$ belongs to $\mathcal{R}$.

4. Now, we can prove that the function $t \to t + l$ belongs to $\mathcal{R}$ for every $l$.

Indeed, we have already proved this for $l > 0$; for $l = 0$ it follows from the fact that $\mathcal{R}$ is a group and hence contains a function $x \to x$; for $l < 0$, it follows from the fact that a function $t \to t + l$ with $b < 0$ is an inverse to a function $t \to t + |l|$ that belongs to $\mathcal{R}$ according to 3., and therefore, this function $t \to t + l$ belongs to $\mathcal{R}$ as an inverse of a function from $\mathcal{R}$.

5. Now let’s prove that any linear function $t \to kt + l$ with $k > 0$ belongs to $\mathcal{R}$.

Indeed, any such function is a composition of the functions $t \to kt$ and $t \to t + l$, about which we have already proved that they belong to $\mathcal{R}$. Since $\mathcal{R}$ is a group, it must contain their composition as well.

So we have proved the second statement of Theorem 1.

6. Now, $\mathcal{R}$ is a connected Lie group that contains all increasing linear transforma-
tions. So we can use the results of (Guillemin 1964) [27] and (Singer 1965) [59] who proved, in particular, that if a connected (finite-dimensional) Lie group $G$ contains all linear transformations $t \to kt + l$ with $k > 0$, then it coincides either with the group of all monotone linear transformations, or with the group of all fractionally linear transformations $t \to (kt + l)/(mt + n)$.

7. In order to complete the prove of Theorem 1, we must prove that if we assume 3), then the case when $R$ coincides with the set of all fractionally linear transformations is impossible.

Let’s show that in case $R$ contains all fractionally linear transformations, we have a contradiction with the assumption 3) that there exist two triples that cannot be transformed into each other. Namely, we will show that for any two triples $x < y < z$ and $x' < y' < z'$ there exists a fractionally linear transformation that transforms $x < y < z$ into $x' < y' < z'$.

In order to prove that, let’s prove that for any $x < y < z$ there exists a transformation $r$ that transforms $0, 1$ and $\infty$ into $x, y$ and $z$. Then similarly we would be able to prove that some other transformation $r'$ transforms $0, 1$ and $\infty$ into $x', y'$ and $z'$. Then the composition of $r^{-1}$ (inverse to $r$) and $r'$ is a fractionally linear function that transforms $x < y < z$ into $x' < y' < z'$ (it is a fractionally linear function, because such functions form a group).

So let’s find such an $r$. The desired conditions $r(0) = x, f(1) = y$ and $r(\infty) = z$ after substituting $r(t) = (kt + l)/(mt + n)$ and taking $n = 1$ turn into $l = x, (k+l)/(m+1) = y$ and $k/m = z$. The third equation leads to $k = mz$. We already know $l$. Substituting $k = mz$ and $l = x$ into the second equation, we conclude that $(mz + x)/(m + 1) = y$. Multiplying both sides of this equation by its denominator, we conclude that $mz + x = my + y$, hence $m = (y - x)/(z - y)$. So $k = mz = z(y - x)/(z - y)$. The statement is proved.

So, in case of fractionally linear functions we get a contradiction with the condition 3). This contradiction shows that $F$ can contain only linear functions. So the proof of Theorem 1 is complete. Q.E.D.

Now, that we know what rescalings are reasonable, we are ready for formal definitions.

2.5.3. Definitions and the main results

Definition 4.

1. We say that a function $\varphi$ is **scale-invariant** if for every $\lambda > 0$, there exists a reasonable rescaling $r$ such that $\varphi(\lambda y) = r(\varphi(y))$ for all $y$.

2. We say that a function $\varphi(y)$ is **shift-invariant**, if for every $c$, there exists a reasonable rescaling $r$ such that $\varphi(y + c) = r(\varphi(y))$ for all $y$.

Comment. We will apply $\varphi$ to $f(x)$ in order to computer a point $x^*$ in which a crisp function $f_\&(\varphi(f(x)), \mu_C(x))$ attains an (unconditional) maximum. From computational viewpoint, it is much easier to maximize a differentiable function. So, not to lose differentiability, we will assume that $\varphi$ is smooth (differentiable).

Theorem 2. If $\varphi$ is smooth, scale- and shift-invariant, then $\varphi(t) = ky + l$. 
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Comments.

1. The proof of Theorem 2 will be given together with the proofs of similar Theorems 3 and 4, after we formulate Theorem 4.

2. Since \( \varphi(t) \) must be monotonically increasing, we must have \( k > 0 \).

3. Maximizing membership function with \( \mu_M(x) = kf(x) + l \) have been proposed by Zadeh in his first papers on fuzzy optimization (see also Nguyen 1978) [43].

4. A linear function \( \mu_M = kf + l \) can be characterized by its two critical values:
   - The value for which \( \mu_M(f) = 0 \). This value is usually denoted by \( m \), and called the lowest acceptable level (see, e.g. Ren 1994 [50]).
   - The value for which \( \mu_M(f) = 1 \). This value is usually denoted by \( M \), and called the aspiration level.

In terms of \( m \) and \( M \), the membership function \( \mu_M(x) \) of a maximizing fuzzy set can be rewritten as follows:

\[
\mu_M(f) = \frac{f(x) - m}{M - m}.
\]

How to choose \( M \) and \( m \)?

- If we are maximally open, and we do not want to exclude any tradeoffs, then it will be safe to take

\[
m = \inf_{x \in X} f(x)
\]

and

\[
M = \sup_{x \in X} f(x).
\]

- If we know that most certainly the condition \( C \) is satisfied only on a certain (crisp) subset \( X_0 \) of \( X \), then it makes more sense to define \( m \) and \( M \) as bounds of \( f \) on \( X_0 \) (this idea was proposed by Werners; see Zimmermann 1991 [79]).

- If the fuzzy constraints \( C \) are serious, i.e., if we want them to be definitely satisfied, then it makes sense to consider only the values for which \( \mu_C(x) \geq \alpha \) for some \( \alpha \approx 1 \), when computing \( m \) and \( M \) (Zimmermann 1991) [79].

When choosing \( m \) and \( M \), one must be very careful

Indeed, the results of using the maximizing set approach may radically change if we change these values (for examples, see Zimmermann 1991 [79], Saade 1994 [54]).

Using linear functions simplifies computations:

E.g., if we have a fuzzy linear programming problem, and we use linear membership functions, then we can reduce this fuzzy optimization problem to classical linear programming (Zimmermann 1976 [74], Kelnhofer 1994 [28]).

Alas, linear functions are not always applicable:

If \( \mu_M(x) = k + lf(x) \), then from \( \mu_M(x) \in [0, 1] \), we can conclude that \( f(x) \) must belong to a certain interval (to be more precise, to the interval \([-l/k, (1-l)/k]\)). So, if we do not know any prior bounds for \( f \), we cannot use linear functions.

Linear functions \( \varphi \) are the only ones that are both scale- and shift-invariant. Since we cannot get both invariances, let’s see what we can get if we require only one of them.
**Theorem 3.** If $\varphi$ is smooth and shift-invariant, then either $\varphi(y) = ky + l$, or $\varphi(y) = k + le^{\alpha y}$.

**Theorem 4.** If $\varphi$ is smooth and scale-invariant, then either $\varphi(y) = k \ln y + l$, or $\varphi(y) = ky^\alpha + l$.

**Proof of Theorems 2–4.**
1. Let’s first find all shift-invariant functions $\varphi$.

Since every reasonable rescaling $r$ is linear: $r(t) = kt + l$, scale invariance means that for every $c$, there exists $k(c)$ and $l(c)$ such that

$$\varphi(t + c) = k(c)\varphi(t) + l(c).$$

We have assumed that $\varphi$ is smooth. Let us prove that the functions $k(c)$ and $l(c)$ are also smooth (= differentiable). Indeed, subtracting both sides of the equations

$$\varphi(t_1 + c) = k(c)\varphi(t_1) + l(c)$$

and

$$\varphi(t_2 + c) = k(c)\varphi(t_2) + l(c),$$

we conclude that

$$\varphi(t_1 + c) - \varphi(t_2 + c) = k(c)(\varphi(t_1) - \varphi(t_2)).$$

So,

$$k(c) = \frac{\varphi(t_1 + c) - \varphi(t_2 + c)}{\varphi(t_1) - \varphi(t_2)}$$

is also smooth. Therefore, $l(c) = \varphi(t + c) - k(c)\varphi(t)$ is smooth (because the product and the difference of smooth functions are smooth).

Differentiating both sides of equation (1) w.r.t. $c$, and substituting $c = 0$, we get $\varphi'(t) = k\varphi(t) + l$, where we denoted $k'(0)$ by $k$, and $l'(0)$ by $l$.

If $k = 0$, then we get a linear function $\varphi(t) = lt + C$ for some constant $C$.

If $k \neq 0$, then, dividing both sides by $k\varphi + l$ and multiplying by $dt$, we get

$$\frac{d\varphi}{k\varphi + l} = dt,$$

$$\frac{d\varphi}{k(\varphi + l/k)} = dt.$$

Integrating both sides, we get $(1/k) \ln(\varphi + l/k) = t + C$, $\ln(\varphi + l/k) = kt + kC$, and taking exponent of both sides: $\varphi + l/k = \exp(kt + kC)$ and $\varphi(t) = \exp(kt) \exp(kC) - (l/k)$.

2. For scale-invariant functions, a similar equation reads:

$$\varphi(\lambda t) = k(\lambda)\varphi(t) + l(\lambda),$$

(2)
where we can similarly prove that \( k \) and \( l \) are smooth functions. Differentiating both sides of (2) w.r.t. \( \lambda \) and substituting \( \lambda = 1 \), we get

\[
\frac{d\varphi}{dt} = \frac{k\varphi + l}{k\varphi + l},
\]

or

\[
\frac{d\varphi}{l} = \frac{dt}{t}.
\]

- If \( k = 0 \), then we get
  \[
  \frac{d\varphi}{l} = \frac{dt}{t},
  \]
  \( l\varphi = \ln(t) + C \), and \( \varphi = l^{-1}\ln(t) + \text{const} \).
- If \( k \neq 0 \), then we get \( (1/k)\ln(\varphi + l/k) = \ln(t) + C \), \( \ln(\varphi + l/k) = k\ln(t) + C \), \( \varphi + l/k = \exp(C)t^k \), and \( \varphi = \text{const} \cdot t^k + \text{const} \).

3. We have described both shift- and scale-invariant classes. One can easily see that linear functions, and only linear functions belong to both classes. Q.E.D.

Let’s consider these two cases separately:

- \( \varphi(y) = k + le^{\alpha y} \). The main reason why we cannot always use a linear functions is that no bounds on \( f \) are known. A lower bound \( m \) is usually easy to find any no good solution that we want to improve give us this value \( m \). So, we can assume that we do not know the upper bound.
  
  Therefore, we want \( \mu(x) = \varphi(f(x)) \) to be applicable for all values \( f(x) \) from \( m \) to \( \infty \). Here, \( m \) is the lowest acceptable level (\( \mu_M(m) = 0 \)), and \( \infty \) is the aspiration level (\( \mu_M(\infty) = 1 \)).

**Proposition 1.** Assume that \( \varphi(y) = k + le^{\alpha y} \) is a non-decreasing function on \( [m, \infty] \) such that \( \varphi(m) = 0 \) and \( \lim_{y \to \infty} \varphi(y) = 1 \). Then, \( \varphi(y) = 1 - \exp(-k(f(m)) \) for some real number \( k \).

**Comment.** This function was proposed in Zimmermann 1983 [76].

- \( \varphi(y) = ky^\alpha + l \). This function, or, to be more precise,
  
  \[
  \mu_M(x) = \left(\frac{f(x) - \inf f}{\sup f - \inf f}\right)^\alpha,
  \]
  
  was proposed in (Saade 1994) [54].

**Proof of Proposition 1.** The function \( \varphi \) is not constant, so \( \alpha \neq 0 \) and \( k \neq 0 \).

For \( \alpha > 0 \), the exponential function goes to \( \pm \infty \) as \( y \to \infty \), and we have \( \varphi(t) \to 1 \). So, we cannot have \( \alpha > 0 \). Hence, \( \alpha < 0 \). We will write is as \( \alpha = -\beta \) for some \( \beta > 0 \).

- When \( t \to \infty \), we have \( \varphi(t) = k + le^{-\beta t} \to k \), so \( k = 1 \).
- For \( t = m \), we have \( \varphi(m) = 1 + le^{-\beta m} = 0 \), hence, \( l = -e^{\beta m} \).

So, \( \varphi(t) = 1 + le^{-\beta t} = 1 - e^{\beta m}e^{-\beta t} = 1 - \exp(-\beta(t - m)) \). Q.E.D.
2.6. How to combine optimization with fuzzy control: a brief example

Fuzzy control is usually based on experts’ rules only. Sometimes, in addition to the rules, we also know some characteristic of control that we would like to optimize. For example, when we design a control for a Space Shuttle, one of the objectives is to save fuel. The bigger the acceleration, the more fuel we use. So, we want to minimize the absolute value of the acceleration. In other situations some other function \( f(u) \) of control \( u \) has to be optimized.

In (Kreinovich 1992) [30], the following idea is proposed:

- First, we apply a standard fuzzy control methodology, and get a membership function \( \mu_{FC}(u) \) for control.
- According to standard methodology, we must defuzzify \( \mu_{FC} \) and get the actual control value \( u \). Instead, we do the following:
  - Combine \( \mu_{FC} \) with the maximizing function \( \mu_{M}(u) \) that correspond to the objective function \( f(u) \).
  - Defuzzify the resulting combination

\[
\mu_D(u) = f_{\&}(\mu_M(u), \mu_{FC}(u)).
\]

2.7. What if we do not have a clue about the possible tradeoffs? A short description of different methods

In this case, we cannot design a meaningful membership function for a maximizing set. And if we simply take an arbitrary monotonic function \( \varphi(z) \) and define \( \mu_M(x) = \varphi(f(x)) \), we will get radically different optimization results with different \( \varphi(z) \). What to do?

We know how to formalize optimization problems with crisp constraints. Fuzzy constraint means that we are not sure what exactly the constraint is so, we can view a fuzzy constraint as a class of possible crisp constraints. Hence, a fuzzy optimization problem can be viewed as a class of possible crisp optimization problems. Therefore, we can think of two ways to solve this problems:

- We can honestly solve all these crisp optimization problems, and combine their solutions, or
- we can solve one of these crisp problems, and extend the resulting solution the the fuzzy case.

Corresponding methods will be described in Sections 3 and 4.

From our description, it may look like these two classes of methods will lead to radically different results. Surprisingly, it turns out, however, that their results will be very much similar (and related with maximizing set approach).
3. Reduction to several crisp cases

3.1. Possibility of a reduction

In this paper, we consider the problem of optimizing a crisp function under a fuzzy constraint, with control as a potential application area.

We have already mentioned that for such problems, fuzziness is caused by the fact that we do not have the complete knowledge of the plant. Therefore, a fuzzy set $C$ (that describes the constraints) can be viewed as follows:

- We know that in reality, this constraint is described by a crisp set.
- We know a class $C$ of possible crisp sets (candidates).
- However, we do not know which of these candidates is the desired crisp set.

So, we arrive at the following natural idea. To formalize a fuzzy optimization problem, we:

- solve crisp optimization problems that correspond to different possible constraint sets (i.e., different sets from the class $C$), and
- combine the resulting (crisp) solutions into a fuzzy set.

To describe this idea in more detail, we must describe possible reductions in more detail.

3.2. Two major ways to describe non-fuzzy uncertainty

In our case, we do not know what exactly the set $C$ is. How can we describe this uncertainty? A natural way is to use fuzzy sets, but this is exactly what we want to avoid. So, we need a non-fuzzy method. What are possible non-fuzzy methods of describing uncertainty?

In general, uncertainty means that instead of knowing some object $a$, we know only a class $A$ of possible objects. In some cases, we know nothing else. In some, we also know the probabilities of different $a \in A$. So, in principle, we can have two types of reduction of a fuzzy set:

- to a class of sets;
- to a probability measure on a class of sets.

Both types of reductions have actually been proposed (see, e.g., Nguyen 1979 [45]), and both can be used for solving fuzzy optimization problems. We will describe these reductions and corresponding solutions in the next sections.

3.3. Reduction to a class of sets: $\alpha$-cuts

3.3.1. Why $\alpha$-cuts?

A specific feature of a fuzzy set $C \subset X$ is that about at least some of the elements $x \in X$, we are not sure whether they belong to this set or not. We only have some degree of certainty that is characterized by a number from the interval $[0,1]$. So, to reduce a fuzzy set to a crisp set, we must convert these numbers into 0 or 1.

If we decided that a point with certainty 0.8 will be “in” the resulting set $C$, then it will be unnatural to exclude from $C$ any element for which the certainty is larger. Similarly, if we decided to exclude from $C$ a point with $x$ with, say, $\mu_C(x) = 0.4$, then it is natural to exclude all points $x$ with a smaller degree of confidence. Let’s express this idea in mathematical terms.
Definition 5. Let $C \subseteq X$ be a fuzzy set, with a membership function $\mu_C(x)$. We say that a crisp set $C \subset X$ is a reduction of $C$ if the following two properties are true:

i) If $x \in C$, and $\mu_C(y) \geq \mu_C(x)$, then $y \in C$.

ii) If $x \notin C$, and $\mu_C(y) \leq \mu_C(x)$, then $y \notin C$.

Proposition 2. If $C$ is a reduction of $C$, then for some $\alpha \in [0,1]$, either $C = \{x : \mu_C(x) \geq \alpha\}$, or $C = \{x : \mu_C(x) > \alpha\}$.

Proof of Proposition 2. It is sufficient to take as $\alpha$ the infimum of $\mu_C(x)$ for all $x \in C$.

Q.E.D.

Comment. The set $C = \{x : \mu_C(x) \geq \alpha\}$ is called an $\alpha$-level set, or $\alpha$-cut of $C$. So, our idea gas lead us to the necessity of considering optimization over $\alpha$-cuts. This idea has been actively used in fuzzy optimization (Tanaka 1984) [61], (Orlovsky 1977) [46], (Lai 1992) [37], (Orlovsky 1994) [47], and in fuzzy logic in general (Uehara 1993) [64]. Usually, operations with fuzzy sets can be expressed in terms of $\alpha$-cuts.* So, we arrive at the following definition:

3.3.2. The resulting family of maximizing sets

Denotation 1. Let $(f, C)$ be a mathematical optimization problem under fuzzy constraints, and $\alpha \in [0,1]$. By $E(\alpha)$, we will denote the set of all points from an $\alpha$-cut of $C$ on which $f$ attains its maximum, i.e.,

$$E(\alpha) = \{x : \mu_C(x) \geq \alpha \land f(x) = \sup_{y: \mu_C(y) \geq \alpha} f(y)\}.$$ 

Proposition 3. If $X$ is compact, $\alpha$-cut is not empty, and both $f$ and $\mu_C(x)$ are continuous functions, then $E(\alpha) \neq \phi$.

Proof of Proposition 3. If $X$ is compact, and $\mu_C$ is continuous, then $\alpha$-cut is a closed subset of a compact set and is, hence, is in itself compact. It is known that an arbitrary continuous function on a compact set attains its supremum at some point. So, $f$ attains its supremum on the $\alpha$-cut of $C$, i.e., $E(\alpha) \neq \phi$. Q.E.D.

3.3.3. Relationship between this solution and a maximizing fuzzy set

Let’s show that the solutions $E(\alpha)$ are closely related with Bellman’s (1970) [4] solutions. Indeed, suppose that we are using a maximizing set with a membership function $\mu_M(x) = \varphi(f(x))$ for some monotonically increasing function $\varphi$. Since $\varphi$ is monotonic, we have $f(x) \to \max$ iff $\varphi(f(x)) \to \max$. Therefore, the definition of $E(\alpha)$ can be reformulated as follows:

Elements of $E(\alpha)$ are the values for which

$$\mu_M(x) \to \max$$

* however, there are exceptional cases (Nguyen 1978 [43], Fuller 1990 [26]), so one must be careful.
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under the condition that
\[ \mu_C(x) \geq \alpha. \]
It is well known (from calculus) that a function attains its maximum on a region either in its interior point (in which case it is an unconditional local maximum), or on the border. Let’s apply this fact to \( f \).

If \( \mu_M \) (and, hence, \( f \)) has a local maximum on \( \{ x : \mu_C(x) \geq \alpha \} \), then the entire optimization problem becomes relatively easy: just pick this \( x \). There is no conflict between maximizing \( f \) and satisfying the constraint.

The most interesting case occurs when there is a conflict, i.e., when \( f(x) \) attains its maximum on the border. In other words, when \( E(\alpha) \) coincides with the set of all solutions of the problem
\[ f(x) \to \max(\leftrightarrow \mu_M(x) \to \max) \]
under the condition
\[ \mu_C(x) = \alpha. \]
For this problem, Lagrange multiplier theorem shows (if both \( \mu_M \) and \( \mu_C \) are differentiable) that this \( x \) is a solution to an unconditional optimization problem \( \mu_M(x) + \lambda \mu_C(x) \to \max \), which is exactly what has been proposed in (Bellman 1970) [4].

3.3.4. How to combine these “solutions” into a single fuzzy solution

This set \( E(\alpha) \) consists of all elements that satisfy the initial constraint with the degree of confidence \( \geq \alpha \). Therefore, if \( x \in E(\alpha) \), it is natural to say that \( x \) is optimal with degree of certainty \( \alpha \). This gives us positive information about \( x \) being optimal. So, if an element \( x \) belongs to a single set \( E(\alpha) \), then \( \alpha \) is our natural degree of confidence that \( x \) is the desired solution.

If \( x \) belongs to \( E(\alpha) \) for several different \( \alpha \), then we have several arguments in favor of \( x \) being a solution, each leading to different degrees of confidence. It is natural to take the largest of these values \( \alpha \) as the degree of certainty that \( \alpha \) is a solution. If we express this idea by a formula, we get the following expression
\[ \mu_D(\alpha) = \sup_{\alpha: x \in E(\alpha)} \alpha. \]
This expression was first proposed by Orlovsky (1977) [46] (see also Orlovsky 1994 [47]).

In this formula, we took into consideration only the positive information about the solution. We can also take negative information into consideration. Namely, if \( x \not\in E(\beta) \) for all \( \beta \in (0, \alpha) \), this means that with degree of certainty \( \alpha \), \( x \) is not a solution. Therefore, every element \( x \) has a degree of certainty
\[ \inf_{\alpha: x \in E(\alpha)} \alpha \]
of not being a solution.

This same negative information can be also used as a positive one, if we take into consideration that in fuzzy logic, the degree of confidence in \( \neg A \) is usually defined as \( 1 - \]
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the degree of confidence in $A$. In view of this fact, the above-described statement also
means that $x$ is a solution with a degree of confidence

$$1 - \inf_{\alpha: x \in E(\alpha)} \alpha.$$ 

To be more precise, this is a degree of confidence that $x$ is \textit{not} necessarily a non-solution. Now, $x$ is a solution if it is a possible solution \textit{and} it is not necessarily a non-solution. So, to get the final degree of confidence $\mu_D(x)$, we must combine the above formulas with an 
&–operation.

In particular, for the simplest case of $f_\& = \min$, we get

$$\mu_D(x) = \min(\sup_{\alpha: x \in E(\alpha)} \alpha, 1 - \inf_{\alpha: x \in E(\alpha)} \alpha).$$

This definition was proposed in (Yager 1979) [70].

3.3.5. These combinations are not always perfect

The choice that is produced by the sets $E(\alpha)$ sounds reasonable. However, the \textit{membership function} produced by the above-described combinations is not always reasonable.

Indeed, let’s consider the following simple example. Let $X$ consist of only two alternatives $x_1$ and $x_2$, with equal degrees of certainty $\mu_C(x_1) = \mu_C(x_2)$ (e.g., both equal to 0.8), and slightly different values of an objective function: e.g., $f(x_1) = 1$, $f(x_2) = 1.001$. Then, it is natural to choose $x_2$. However, since we are not 100\% sure that $x_2$ satisfies our constraint, it is possible that it doesn’t and therefore, we will have to choose $x_1$. So, we would expect $\mu_D(x_1) > 0$. But both above-given formulas lead to $\mu_D(x_1) = 0$.

\textit{Comment.} As we have mentioned, this may be a big problem for decision making, but not for control, where a single value is all we want.

3.4. Reduction to random sets

To use this reduction, we will:

- describe the idea behind it;
- show how this reduction explains standard operations with fuzzy sets;
- and, finally, apply a similar technique to a maximization problem with fuzzy constraints.

3.4.1. Main idea of this reduction

The main idea of interpreting a fuzzy set in terms of random sets (see, e.g., (Nguyen 1979) [44]) is very natural: Suppose that we have a fuzzy set $C \subseteq X$ with a membership function $\mu_C(x)$, and suppose that $C$ is not crisp. This means that we are uncertain about the actual constraints set $C$, so $C$ can be equal to several different sets. We want to describe \textit{probabilities} of different sets; in other words, we want to describe a \textit{random set} that corresponds to a fuzzy set $C$.

One thing about these probabilities is natural to come up with. Namely, a membership function $\mu_C(x)$ means that for every $x \in X$, our degree of belief that $x$ belongs to $C$ is
equal to $\mu_C(x)$. So, since we are interpreting fuzzy certainty values as probabilities, it is natural to assume that this very number $\mu_C(x)$ is equal to the probability $P(x \in S)$ that $x$ belongs to a random set $S$.

This condition does not determine the probabilities uniquely, so, to every fuzzy set, there corresponds an entire family of probabilistic measures. Let’s give formal definitions.

3.4.2. Definitions

Definition 6. Assume that a (crisp) set $X$ is given. This set will be called a Universum. By a random set, we mean a probability measure $P$ on a class $2^X$ of all subsets $S$ of $X$. We say that a random set $P$ represents a fuzzy set $C (\subseteq X)$, with a membership function $\mu_C(x)$, if for every $x \in X$, $P(x \in S) = \mu_C(x)$.

3.4.3. This definition explains standard operations with membership functions

Idea:

If we have two membership functions, this means that we actually have two unknown sets. To describe this uncertainty in probabilistic terms, we therefore need a probability measure on a set $2^X \times 2^X$ of all pairs of sets.

Definition 7. By a random pair of sets, we mean a probability measure $P$ on a class $2^X \times 2^X$ of all pairs $(S_1, S_2)$ of subsets of $X$. We say that a random pair $P$ represents a pair of fuzzy sets $(C_1, C_2)$ with membership functions $\mu_1(x)$ and $\mu_2(x)$ if for every $x \in X$: $P(x \in S_1) = \mu_1(x)$ and $P(x \in S_2) = \mu_2(x)$.

Comment. We are interested in $\mu_{C_1 \cap C_2}(x)$ and $\mu_{C_1 \cup C_2}(x)$. It is natural to interpret these numbers as $P(x \in S_1 \cap S_2)$ and $P(x \in S_1 \cup S_2)$. The problem is that these numbers are not uniquely defined by $\mu_1$ and $\mu_2$. So, instead of a single value, we get a whole class of possible values. However, this class has a very natural bound:

Proposition 4. Let $C_1$ and $C_2$ be fuzzy sets with membership functions $\mu_1(x)$ and $\mu_2(x)$. Then, the following is true:

- For every random pair $P$ that represents $(C_1, C_2)$, and for every $x$, $P(x \in S_1 \cap S_2) \leq \min(\mu_1(x), \mu_2(x))$.
- There exists a random pair $P$ that represents $(C_1, C_2)$ and for which for every $x \in X$, $P(x \in S_1 \cap S_2) = \min(\mu_1(x), \mu_2(x))$.

Proof of Proposition 4. First part is easy: Evidently, $P(A\&B) \leq P(A)$ for every statements $A$ and $B$, so $P(x \in S_1 \cap S_2) = P(x \in S_1 \& x \in S_2) \leq P(X \in S_1) = \mu_1(x)$. Similarly, $P(x \in S_1 \cap S_2) \leq \mu_2(x)$, so $P(x \in S_1 \cap S_2) \leq \min(\mu_1(x), \mu_2(x))$.

To prove the second part, take the following random set: take a random number $\alpha$ that is uniformly distributed on an interval $[0, 1]$, and define $S_1(\alpha) = \{x : \mu_1(x) \geq \alpha\}$ and $S_2(\alpha) = \{x : \mu_2(x) \geq \alpha\}$.

Let’s check that the resulting probability measure represents the pair $(C_1, C_2)$. Indeed, for every $x \in X : P(x \in S_1) = P(\alpha \leq \mu_1(x)) = P(\alpha \in [0, \mu_1(x)])$. Since $\alpha$ is uniformly distributed on $[0, 1]$, this probability is equal to $\mu_1(x)$. Similarly, $P(x \in S_2) = \mu_2(x)$.

Now, $P(x \in S_1 \cap S_2) = P(x \in S_1 \& x \in S_2) = P(\alpha \leq \mu_1(x) \& \alpha \leq \mu_2(x)) =$
\[ P(\alpha \leq \min(\mu_1(x), \mu_2(x)) = \min(\mu_1(x), \mu_2(x)). \]

Q.E.D.

*Comment.* So, min is an upper bound of possible values of probability. Similarly, for union, max turns out to be the lower bound:

**Proposition 5.** Let \( C_1 \) and \( C_2 \) be fuzzy sets with membership functions \( \mu_1(x) \) and \( \mu_2(x) \). Then, the following is true:

- For every random pair \( P \) that represents \( (C_1, C_2) \), and for every \( x \), \( P(x \in S_1 \cup S_2) \geq \max(\mu_1(x), \mu_2(x)) \).
- There exists a random pair \( P \) that represents \( (C_1, C_2) \) and for which for every \( x \in X \), \( P(x \in S_1 \cup S_2) = \max(\mu_1(x), \mu_2(x)) \).

**Proof of Proposition 5** is similar to the proof of Proposition 4.

*Comments.*

1. At first glance, a “random set” representation of a fuzzy set seems to be radically different from the \( \alpha \)-cut model. The proofs show that the difference is not so big: in both cases, the random pair of sets \( P \) for which this equality is attained is concentrated on \( \alpha \)-cuts of \( C_1 \) and \( C_2 \).

2. Now, we are ready to apply this idea to fuzzy optimization.

**3.4.4. Random set interpretation and fuzzy optimization**

In this case, we are interested in computing a membership function \( \mu_D(x) \) for the desired solution \( D \). In other words, for every \( x \in X \), we want to know the degree of certainty with which \( f \) can attain its conditional maximum on \( x \). In a random set interpretation, it is natural to interpret this value as the probability

\[ P(x \in S \& f(x) = \max_{y \in S} f(y)) \]

that a conditional maximum of \( f \) on \( S \) is attained at \( x \).

**Theorem 5.** Let \((f, C)\) be a maximization problem with fuzzy constraints. Then, the following is true:

- For every random set \( P \) that represents \( C \), and for every \( x \in X \),

\[ P(x \in S \& f(x) = \max_{y \in S} f(y)) \leq \mu_{DP}(x), \]

where

\[ \mu_{DP}(x) = \min(\mu_C(x), 1 - \sup_{y: f(y) > f(x)} \mu_C(y)). \]

- For every \( x \in X \), there exists a random set \( P \) that represents \( C \) and for which

\[ P(x \in S \& f(x) = \max_{y \in S} f(y)) = \mu_{DP}(x). \]
Comment. Just like the previous Propositions justified the choice of \text{min} and \text{max} as \& and \textit{or} operations, this Theorem justifies the use of \( \mu_{DP}(x) \) as a membership function that describes maximization with fuzzy constraints.

**Proof of Theorem 5.** Let’s first prove inequality.

- From \( P(A \& B) \leq P(A) \), we conclude that \( P(x \in S \& \ldots) \leq P(x \in S) = \mu_C(x) \).
- If for some \( y \), \( f(y) > f(x) \), then a conditional maximum can be attained at \( x \) only if \( y \notin S \). The probability \( P(y \notin S) \) of \( y \) not belonging to \( S \) is equal to \( 1 - P(y \in S) = 1 - \mu_C(y) \). Therefore,

\[
P(x \in S \& f(x) = \max_S f) \leq P(y \notin S) = 1 - \mu_C(y)
\]

for all such \( y \).

We have proved that the desired probability \( P(x \in S \& \ldots) \) is smaller than several numbers. So, it is the smallest of them:

\[
P(x \in S \& f(x) = \max_S f) \leq \min(\mu_C(x), \inf_{y, f(y) > f(x)} (1 - \mu_C(y))).
\]

Since \( \inf(1 - z) = 1 - \sup z \), we get the desired inequality.

Let’s now give an example of a random set for which the equality is attained. Take a random number \( \alpha \) that is uniformly distributed on an interval \([0, 1]\), and define \( S(\alpha) \) as \( \{x\} \cup \{y \neq x : \mu_C(y) \geq 1 - \alpha\} \) for \( \alpha \leq \mu_C(x) \), and \( S(\alpha) = \{y \neq x : \mu_C(y) \geq 1 - \alpha\} \) for \( \alpha > \mu_C(x) \). Let’s show that this random set represents \( C \):

- \( x \in S(\alpha) \leftrightarrow \alpha \leq \mu_C(x) \), so \( P(x \in S(\alpha) = P(\alpha \leq \mu_C(x)) = \mu_C(x) \).
- If \( y \neq x \), then \( y \in S(\alpha) \leftrightarrow \mu_C(y) \geq 1 - \alpha \), so \( P(y \in S(\alpha) = P(\mu_C(y) \geq 1 - \alpha) = P(\alpha \geq 1 - \mu_C(y)) = P(\alpha \in [1 - \mu_C(y), 1]) = \mu_C(y) \).

Let’s now show that

\[
\alpha < \mu_{DP}(x) \rightarrow x \in S(\alpha) \& f(x) = \max_{y \in S(\alpha)} f(y).
\]

Let \( \alpha < \mu_{DP}(x) \). By definition of \( \mu_{DP}(x) \), this means that \( \alpha < \mu_C(x) \), and \( \alpha < 1 - \mu_C(y) \) for each \( y \), for which \( f(y) > f(x) \). From our definition of \( S(\alpha) \), it now follows that \( x \in S(\alpha) \) and \( y \notin S(\alpha) \). So, the set \( S(\alpha) \):

- contains \( x \), and
- does not contain any elements \( y \in X \) with a larger value of \( f \) (i.e., with \( f(y) > f(x) \)).

Therefore,

\[
x \in S(\alpha) \& f(x) = \max_{y \in S(\alpha)} f(y).
\]

The implication is proved.

From this implication, we conclude that

\[
P(x \in S) \& f(x) = \max_S f \geq P(\alpha < \mu_{DP}(x)) = \mu_{DP}(x).
\]
But we have already proved that the probability in the left-hand side is always \( \leq \mu_{DP}(x) \). Therefore, this probability is equal to \( \mu_{DP}(x) \). Q.E.D.

3.4.5. **Relationship between this solution and \( \alpha \)-cuts (Kreinovich 1990) [33]**

To describe this relationship, let’s introduce some denotations.

**Denotations.**

2. By \( M_P \), we mean the set of all elements \( x^* \in X \) in which the function \( \mu_{DP}(x) \) attains its maximum, i.e., in which

\[
\mu_{DP}(x^*) = \sup_x \mu_{DP}(x).
\]

3. By \( M_C \), we mean the set of all elements \( x^* \in X \) in which the function \( \mu_{C}(x) \) attains its maximum, i.e., in which

\[
\mu_{C}(x^*) = \sup_x \mu_{C}(x).
\]

4. By \( M_C(E(1/2)) \), we mean the set of all elements \( x^* \in E(1/2) \) in which the function \( \mu_{C}(x) \) attains its maximum on \( E(1/2) \), i.e., in which

\[
\mu_{C}(x^*) = \sup_{x \in E(1/2)} \mu_{C}(x).
\]

**Theorem 6.** Let \((f, C)\) be a maximization problem with fuzzy constraints. Then:

- If \((1/2)\)-cut of \( C \) is non-empty, and \( E(1/2) \neq \phi \), then \( M_C(E(1/2)) \subseteq M_P \).
- If \((1/2)\)-cut of \( C \) is empty, then \( M_P = M_C \).

**Proof of Theorem 6.**

1. Let’s first consider the case when \((1/2)\)-cut of \( C \) is empty, i.e., when \( \mu_{C}(x) < 1/2 \) for all \( x \). In this case,

\[
\sup_{y: f(y) > f(x)} \mu_{C}(y) \leq 1/2,
\]

hence

\[
1 - \sup_{y: f(y) > f(x)} \mu_{C}(y) \geq 1/2 > \mu_{C}(x),
\]

and so

\[
\mu_{DP}(x) = \min(\mu_{C}(x), 1 - \sup_{y: f(y) > f(x)} \mu_{C}(y)) = \mu_{C}(x).
\]

Hence, \( M_P = M_C \).

2. Let’s now consider the case when \((1/2)\)-cut is not empty and \( E(1/2) \neq \phi \). To prove this case of the theorem, let’s prove the following three statements:

i) If \( \mu_{C}(x) < 1/2 \), then \( \mu_{DP}(x) < 1/2 \).

ii) If \( \mu_{C}(x) \geq 1/2 \), and \( x \notin E(1/2) \), then \( \mu_{DP}(x) \leq 1/2 \).

iii) If \( x \in E(1/2) \), then \( \mu_{DP}(x) = \mu_{C}(x) \geq 1/2 \).

Indeed:
i) \( \mu_{DP}(x) = \min(\mu_C(x), \ldots) \leq \mu_C(x) < 1/2. \)

ii) Since we assumed that \( E(1/2) \neq \phi \), there exists an \( x^* \in E(1/2) \), on which \( f \) attains maximum for an \( \alpha \)-cut. Since \( x \) belongs to the same \( (1/2) \)-cut but \( \text{not} \) to \( E(1/2) \), the value \( f(x) \) is smaller than this maximum. So, \( f(x^*) > f(x) \), and \( \mu_C(x^*) \geq 1/2. \) Hence,

\[
\sup_{y: f(y) > f(x)} \mu_C(y) \geq \mu_C(x^*) \geq 1/2,
\]

so

\[
1 - \sup_{y: f(y) > f(x)} \mu_C(y) \leq 1/2,
\]

and \( \mu_{DP}(x) = \min(\mu_C(x), 1 - \sup \ldots) \leq 1 - \sup \leq 1/2. \)

iii) If \( x \in E(1/2) \), then \( \mu_C(x) \geq 1/2 \), and all \( y \) for which \( f(y) > f(x) \), are outside the \( (1/2) \)-cut. So, for these \( y \), \( \mu_C(y) < 1/2 \), hence

\[
\sup_{y: f(y) > f(x)} \mu_C(y) \leq 1/2,
\]

\[
1 - \sup \ldots \geq 1/2, \text{ and } \mu_{DP}(x) = \min(\mu_C(x), 1 - \sup \ldots) \geq 1/2.
\]

Now that we have proved these three statements, we can prove that \( M_C(E(1/2)) \subseteq M_P \), i.e., that if \( z \in M_C(E(1/2)) \), then \( \mu_{DP}(z) \geq \mu_{DP}(x) \) for all other \( x \in X \).

Indeed, since \( z \in M_C(E(1/2)) \subseteq E(1/2) \), we have \( \mu_{DP}(z) = \mu_C(z) \geq 1/2. \) So, for \( x \not\in E(1/2) \), the desired inequality follows from the proven inequality \( \mu_{DP}(x) \leq 1/2. \)

If \( x \in E(1/2) \), then \( \mu_{DP}(x) = \mu_C(x) \), and the desired inequality follows from the fact that \( \mu_C \) attains maximum on \( E(1/2) \) at \( z \) (that’s how we chose \( z \)). Q.E.D.

**Comment 1.** We are interested in control problems, so it is sufficient to find a single value from \( M_P \). The following example shows that the inclusion from the Theorem does not necessarily exhaust all \( M_P \): if \( \mu_C(x) = 1/2 \) for all \( x \), then \( \mu_{DP}(x) \equiv 1/2, \) so \( M_P = X \), but \( M_C(E(1/2)) = M_C \) contains only the points in which \( f \) attains maximum on \( X \). There is a case when \( M_P = M_C(E(1/2)) \):

**Proposition 6.** If \( f(x) \) attains its unconditional maximum in finitely many points \( x_1, \ldots, x_n \), and \( \mu_C(x_i) > 1/2 \) for at least one of these points, then \( M_P = M_C(E(1/2)) \). In this case, \( M_P \) consists of all \( x_i \) for which

\[
\mu_C(x_i) = \max_{j=1, \ldots, n} \mu_C(x_j).
\]

**Proof of Proposition 6.** Let \( x_i \) be a point of unconditional maximum of \( f \) in which \( \mu_C(x_i) > 1/2 \). Let’s show that \( \mu_{DP}(x_i) < 1/2 \) for all \( x \not\in \{x_1, \ldots, x_n\} \). Indeed, since \( x_1, \ldots, x_n \) are the only maximum points, we have \( f(x) < f(x_i) \). Hence,

\[
\mu_{DP}(x) \leq 1 - \sup_{y: f(y) > f(x)} \mu_C(y) \leq 1 - \mu_C(x_i) < 1 - \frac{1}{2} = 1/2.
\]
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For $x_j, j = 1, ..., n$, there are no greater values, so $\mu_{DP}(x_j) = \mu_C(x_j)$. In particular, $\mu_{DP}(x_i) = \mu_C(x_i) > 1/2$, so $x \notin \{x_1, ..., x_n\}$ cannot maximize $\mu_{DP}$.

So, to find $\max \mu_{DP}$, we must check all $x_j$. But for these points, $\mu_{DP}(x_j) = \mu_C(x_i)$. Q.E.D.

Comment 2. If $\mu_C(x) < 1/2$ for all $x$, then for every $x$, it is more probable that $x$ does not satisfy the given constraint than that it does. In this case, it makes sense just to find an $x$ that satisfies this constraint, and forget about maximization. This is exactly what the theorem is recommending. For example, if we run a big risk of losing a space mission, then there is not time to optimize its trajectory: we must just save it.

Comment 3. This theorem prompts the following *algorithm* of finding an element from $M_P$:

- First, we apply (crisp unconditional) maximization technique to the function $\mu_C(x)$. As a result, we get a value $x_C$ in which this function attains its maximum $\mu_C(x_C)$.
- If $\mu_C(x_C) \leq 1/2$, then $x_C \in M_P$.
- If $\mu_C(x_C) > 1/2$, then we solve a conditional optimization problem

$$f(x) \to \min$$

under the condition

$$\mu_C(x) \geq 1/2.$$

If this problem has several solutions, we choose a one among them for which $\mu_C(x) \to \max$. This solution is an element of $M_P$.

If we know that $(1/2)$–cut is not empty, we can skip the first optimization.

Comment 4. The existence of a solution follows from the following result:

**Proposition 7.** If $X$ is a compact set, and $f$ and $\mu_C$ are continuous functions, then $M_P \neq \phi$.

**Proof of Proposition 7.** If a set $Z$ is compact, then every continuous function attains its supremum on $Z$ at some point from $Z$. In particular, $E(1/2) \neq \phi, M_C \neq \phi$.

Since $E(1/2) = \{x: \mu_C(x) \geq 1/2 \& f(x) = t\}$, where

$$t = \sup_{y: \mu_C(y) \geq 1/2} f(y),$$

and both $\mu_C$ and $f$ are continuous functions, the set $E(1/2)$ is a closed subset of a compact set and therefore, it is also compact. So, for a continuous function $\mu_C$ on a compact $E(1/2)$, we can conclude that $M_C(E(1/2)) \neq \phi$.

So, in both cases, $M_P \neq \phi$. Q.E.D.
4. Extension from a crisp case

In case we do not have a clue on how to define a maximizing set, another idea of formalizing a notion of conditional optimization is to:

- describe it in a crisp case,
- use a standard generalization procedure to extend this definition to the fuzzy constraints.

The definition of a conditional maximum is a part of our knowledge. Our ultimate goal is to produce computer algorithms, so in this formalization, we will try to use the terminology that is the closest to knowledge representation in computers. There are two main types of computer representation:

- non-procedural (usually, in terms of first order logic), and
- procedural (usually, in terms of if-then rules).

So, in this Section, we will:

- describe the classical optimization problem in both terms,
- apply standard fuzzy extension to extend these descriptions to fuzzy case, and
- analyze and compare the resulting definitions.

Comments.

1. We will use well-known methods of extension to fuzzy. A general idea of how to define a fuzzy extension of a complicated notion is described in (Dubois 1990) [20,21].

2. The idea of using the rules in this case was described in (Dubois 1994) [23].

4.1. Optimization in terms of logic

4.1.1. General idea

We will describe the statement “f attains maximum on a set C at x” (denoted hereafter as D(x)) in terms of (classical) logic, and then translate it into fuzzy logic.

4.1.2. Translation into classical logic

The statement “f attains maximum on a set C at x” means that:

- x belongs to C, and
- if y belongs to C, then f(x) ≥ f(y).

Using our denotation D(x), we get the following formula:

\[ D(x) \leftrightarrow x \in C \land \forall y(y \in C \rightarrow f(y) \leq f(x)). \]

4.1.3. Extension to fuzzy logic

We want to extend this expression to fuzzy logic. How to do that? Let’s start with atomic formulas \( x \in C \) and \( f(y) \leq f(x) \):

- For a fuzzy set \( C \), the formula \( x \in C \) is described by a membership function \( \mu_C(x) \).
- \( f(y) \leq f(x) \) is a crisp statement, so it can be represented by its truth value \( t[f(y) \leq f(x)] \) (\( t[A] = 1 \) if \( A \) is true, and \( t[A] = 0 \) if \( A \) is false).
To combine these atomic formulas, we must choose fuzzy operations \( f_\& \), \( f_\forall \), and \( f_\rightarrow \) that correspond to \(&\), \(\forall\), and \(\rightarrow\). Then, as a result, we will get the desired membership function for \( D \):

\[
\mu_D(x) = f_\&(\mu_C(x), f_\forall(f_\rightarrow(\mu_C(x), t[f(y) \leq f(x)]))),
\]

4.1.4. Choosing \(&\) and \(\forall\)

We consider \(&\) and \(\forall\) together, because \(\forall\) is nothing else but many “and”s. If we have a finite set \( X \) with elements \( x_1, \ldots, x_n \), then \( \forall x A(x) \) means \( A(x_1) \& A(x_2) \& \ldots \& A(x_n) \). If we have an infinite set \( X = \{ x_1, x_2, \ldots, x_n, \ldots \} \), then we can consider \( \forall x A(x) \) as an infinite “and” \( A(x_1) \& A(x_2) \& \ldots \& A(x_n) \& \ldots \), and interpret it as a limit (in some reasonable sense) of finitely many “and”s.

So, it is sufficient to choose a fuzzy analogue of “and”; then, a fuzzy analogue of \(\forall\) will be automatically known.

It turns out that the fact that we need to apply \(\&\) infinitely many times, and still get a meaningful number, drastically restricts the choice of an \(\&\)-operation. Namely, we must combine the values \( f_\rightarrow(\mu_C(x), t[f(y) \leq f(x)]) \) that correspond to all possible \( y \)'s. If we take \( y_1, y_2, \ldots, y_m, \ldots \) all close to each other, then the aggregated degrees of certainty will also be close. The closer \( y_i \) to each other, the closer the aggregated values to each other. In the limit, we get the following problem: to combine infinitely many identical values \( a \).

If we take \( f_\& = \text{min} \), then we get

\[
f_\&(a, \ldots, a, \ldots) = \lim_{n \to \infty} f_\&(a, \ldots, a)(n \text{ times}) = \text{min}(a, \ldots, a) = a.
\]

For \( f_\&(a, b) = ab \), we get

\[
f_\&(a, \ldots, a, \ldots) = \lim_{n \to \infty} f_\&(a, \ldots, a)(n \text{ times}) = \lim_{n \to \infty} a \cdot a \cdot \ldots \cdot a(n \text{ times}) = \lim a^n = 0
\]

for all \( a < 1 \). So, for \( ab \), we get a meaningless result \( \mu_D(x) = 0 \) for all \( x \). It turns out that we get the same meaningless result for all \(\&\)-operations different from min. Let’s formulate this result in precise terms.

**Definition** (Schweizer 1983) [57]. An \( \&\)-operation (\( t\)-norm) is a continuous, symmetric, associative, monotonic operation \( f_\& : [0, 1] \times [0, 1] \to [0, 1] \) for which \( f_\&(1, x) = x \). An \( \&\)-operation is called **Archimedian** if \( f_\&(x, x) < x \) for all \( x \in (0, 1) \), and **strict** if it is strictly increasing, as the function of each of the variables.

**Comment.** Usually, three types of operations are used:

- \( \min \);
- strict operations;
- Archimedian operations.

**Proposition 8.** If \( f_\& \) is an Archimedian or a strict operation, then for every \( a \in (0, 1) \),

\[
\lim_{n \to \infty} f_\&(a, \ldots, a)(n \text{ times}) = 0.
\]
Proof of Proposition 8. It is known (Schweizer 1983) [57] that every strict operation is isomorphic to \( ab \), namely, there exists a continuous monotonic function \( \varphi \) for which 
\[ \varphi(f_\& (a, b)) = \varphi(a) \varphi(b) . \]  
Then, \( \varphi(f_\& (a, \ldots, a)) = \varphi(a)^n \to 0 \), so \( f_\& (a, \ldots, a) \to 0 \).

For Archimedian operations, similarly, \( g(f_\& (a, b)) = \min(g(a) + g(b), g(0)) \) for some decreasing continuous function \( g \). Hence, \( g(f_\& (a, \ldots, a)) = \min(ng(a), g(0)) \). For sufficiently large \( n \), \( g(0) < ng(a) \), \( \min = g(0) \), and \( f_\& (a, \ldots, a) = g^{-1}(g(0)) = 0 \). Therefore, \( \lim f_\& (a, \ldots, a) = 0 \). Q.E.D.

Due to Proposition 8, it is reasonable to choose \( \& = \min \) and, correspondingly, \( \forall = \inf \). As a result, we arrive at the following definition:

Definition 8. Let \((f, \mathbb{C})\) be a maximization problem under fuzzy constraints, and let 
\[ f_\to : [0, 1] \times [0, 1] \to [0, 1] \]  
be a function. We will call \( f_\to \) an implication operation. By a solution corresponding to \( f_\to \), we mean

\[ \mu_D(x) = \min(\mu_C(x), \inf_y (f_\to(\mu_C(x), t[f(y) \leq f(x)])) . \]

4.1.5. Choosing \( \to \): possibilities

There exist many fuzzy analogues of \( \to \) (see, e.g., Klir 1988 [29], Nguyen 1993 [44], Ruan 1993 [53]). For our purposes, however, the choice is not so big, because in our formula, we only have crisp conclusions. Let’s analyze how different implication operations behave in this case. We will consider the simplest implication operations first, and then we will discuss the general case.

4.1.6. Kleene-Dienes operation (Bandler 1980) [3]

This operation is based on the well-known expression from classical logic: \((a \to b) \iff (\neg a \lor b)\). To use this formula, we must know \( \neg \) and \( \lor \).

Definition. By a \( \neg \)-operation, we mean a strictly decreasing continuous function 
\[ f_\neg : [0, 1] \to [0, 1] \]  
such that \( f_\neg(0) = 1 \) and \( f_\neg(f_\neg(a)) = a \).

Definition (Schweizer 1983) [57]. An \( \lor \)-operation (t-conorm) is a continuous, symmetric, associative, monotonic operation 
\[ f_\lor : [0, 1] \times [0, 1] \to [0, 1] \]  
for which \( f_\lor(0, x) = x \).

Definition 9. Assume that \( f_\lor \) and \( f_\neg \) are \( \lor \)- and \( \neg \)-operations. The function \( f_\to(a, b) = f_\lor(f_\neg(a), b) \) will be called a Kleene-Dienes implication.

Proposition 9. Let \((f, \mathbb{C})\) be a maximization problem with fuzzy constraints. Then, a solution corresponding to Kleene-Dienes implication has the form

\[ \mu_D(x) = \min(\mu_C(x), f_\neg(\sup_{y: f(y) > f(x)} \mu_C(y))) . \]
Comment. In particular, for $f_-(z) = 1 - z$, we get exactly $\mu_{DP}(x)$.

Proof of Proposition 9. Since $b \in (0, 1)$, we can eliminate $f_\vee$: indeed, $f_\vee(0, x) = x$, and $f_\vee(x, 1) = 1$ for an arbitrary $\vee$-operation. Q.E.D.

Comment. The above-formulated property of $\mu_{DP}$ can be generalized to this solution as follows:

**Theorem 7.** (Kleene-Dienes $\rightarrow$) Let $(f, C)$ be a maximization problem with fuzzy constraints, and let $z$ be a number for which $f_-(z) = z$. Then:
- If $z$-cut of $\mu_C$ is non-empty, and $E(z) \neq \phi$, then $M_C(E(z)) \subseteq M_P$.
- If $z$-cut of $\mu_C$ is empty, then $M_P = M_C$.

Proof of Theorem 7. This theorem is reduced to the one with $f_-(a) = 1 - a$, if we apply a monotonic rescaling of $[0,1]$ that transforms our $\neg$-operation into $1 - a$. Q.E.D.

4.1.7. Zadeh’s operator

This implication operator is based on another formula from classical logic: $(a \rightarrow b) \equiv (\neg a \vee (a \& b))$. Since we already know that $\& = \min$, we arrive at the following definition:

**Definition 10.** Assume that $f_\vee$ and $f_-$, are $\vee$- and $\neg$-operations. The function $f_{\rightarrow}(a, b) = f_\vee(f_-(a), \min(a, b))$ will be called a Zadeh implication.

**Proposition 10.** Let $(f, C)$ be a maximization problem with fuzzy constraints. Then, a solution corresponding to Zadeh’s implication has the form

$$\mu_D(x) = \min(\mu_C(x), f_-(\sup_{y: f(y) > f(x)} \mu_C(y)), \sup_{y: f(y) \leq f(x)} f_\vee(\mu_C(y), f_-(\mu_C(y))).$$

Comment. This formula describes a different membership function than Kleene-Dienes implication, but a similar theorem can be proven for its maximizing set $M_D$:

Proof of Proposition 10 easily follows from considering the cases $b = 0$ and $b = 1$. Q.E.D.

**Theorem 8.** (Zadeh’s $\rightarrow$) Let $(f, C)$ be a maximization problem with fuzzy constraints, and let $z$ be a number for which $f_-(z) = z$. Then:
- If $z$-cut of $\mu_C$ is non-empty, and $E(z) \neq \phi$, then $M_C(E(z)) \subseteq M_D$.
- If $z$-cut of $\mu_C$ is empty, then $M_D = M_C$.

Proof of Theorem 8. This proof is similar to the proof of Theorem 6, if we take into consideration that $f_\vee(a, f_-(a)) \geq z$ for all $a$. So, if $E(z) = \phi$, then $\mu_D(x) = \mu_C(x)$. If $E(z) \neq \phi$, then:
- If $\mu_C(x) < z$, then $\mu_D(x) = \mu_C(z) < z$.
- If $\mu_C(z) \geq z$ and $x \notin E(z)$, then $\mu_D(z) \leq z$.
- If $x \in E(z)$, then $\mu_D(x) = \min(\mu_C(x), q)$, where

$$q = \inf_{y: f(y) \leq f(E(z))} f_\vee(\mu_C(y), f_-(\mu_C(y))).$$
Therefore, maximum of $\mu_D$ is attained when $x \in E(z)$, and among these $x$: when $\mu_C(x) \to \max$. Q.E.D.

4.1.8. Other implication operations

It is easy to check that for crisp $b$, all other known implication operations either turn into one of these two, or lead to a crisp formula. For example, let’s consider the most frequently used operations listed in Ruan 1993 [53]:

- Lukasiewicz’s $\min(1, 1 - a + b)$ turns into $1 - a$ if $b = 1$ and $1$ if $b = 0$ (same as Kleene-Dienes).
- Gödel’s (Mizumoto 1982) [40] if $a \leq b$, $b$ else, gets only crisp values if $b$ is crisp.
- Gaines’s (Mizumoto 1982) [40] if $a \leq b$ and $b/a$ else leads to $1$ if $b = 1$ and to $0$ if $b = 0$, i.e., also, only to crisp values.
- Willmott’s $\min(\max(1 - a, b), \max(a, 1 - a), \max(b, 1 - b))$ reduces for crisp $b$ to Zadeh’s formula (Willmott 1980 [69]).

This “lack of choice” can be partially explained by the fact that usually, two methods of describing an $\to$ operation are used:

- We can describe $\to$ directly in terms of $\&$, $\lor$, and $\neg$. We have already considered these methods.
- We can also describe $a \to b$ indirectly: as a statement that, being added to $a$, implies $b$ (i.e., as a kind of a “solution” of the equation $f_\&(a, a \to b) = b$). If this equation has several solutions, we can choose, e.g., the largest one, or more generally, the largest $c$ for which $f_\&(a, c) \leq b$. Since $b$ is crisp, we get a degenerate solution:
  - If $b = 1$, then $f_\&(a, c) \leq 1$ is always true, so $c = 1$.
  - If $b = 0$, then $f_\&(a, c) = 0$ is usually only true for $c = 0$.

So, for crisp $b$, this definition leads to an operation with crisp values only.

4.2. Optimization in terms of if-then rules

4.2.1. Rules

Let’s describe the (crisp) conditional optimization problem in terms of if-then rules. Computational algorithms that compute the maximum are usually iterative, so it is difficult to find if-then rules that would directly select the desired solution. However, it is very easy to describe rules that will delete everything but the desired solution:

- If $x$ does not satisfy the condition, then $x$ is not the desired solution.
- If for some $x$, there exists another element $y$ that satisfies the constraint $C$ and for which $f(y) > f(x)$, then $x$ is not the desired solution.

One can easily see that the only case when none of these rules is applicable to a given element is when:

- $x$ satisfies $C$, and
- if $y$ satisfies $C$, then $f(y) \leq f(x)$.

In other words, these rules really exclude everything but the desired maximal points.

These rules become very intuitively clear if we use an analogy with finding, say, a woman chess champion (here, $C(x)$ means that $x$ is a woman):
• If $x$ is not a woman, then $x$ cannot be a champion.
• If $x$ lost to a woman $y$, then $x$ is not a champion.

In logical terms, these rules take the following form:

$$-C(x) \rightarrow -D(x),$$

$$C(y) \& (f(y) > f(x)) \rightarrow -D(y).$$

4.2.2. How to apply the rules to a fuzzy case

To generalize these rules to the case when the constraint set $C$ is fuzzy, we will use the standard (Mamdani’s) methodology (Mamdani 1977 [39]) from fuzzy control (see, e.g., Kreinovich 1992 [30]). According to this methodology, if we have a set of rules, then for a certain conclusion to be true, it is necessary and sufficient that for one of the rules that lead to this conclusion, all the conditions are satisfied. In logical terms,

$$-D(x) \leftrightarrow -C(x) \lor (C(y_1) \& (f(y_1) > f(x))) \lor (C(y_2) \& (f(y_2) > f(x))) \lor ...$$

Here, $\lor$ is applied to statements that correspond to all possible values of $y$.

Next, in fuzzy control, we substitute degrees of membership instead of atomic statements, and use $\&$, $\lor$, and $\neg$-operations instead of $\&$, $\lor$, and $\neg$. As a result, we get the following formula:

$$\mu_{-D}(x) = f_\lor[\mu_{-C}(x), f_\&(\mu_C(y_1), t[f(y_1) > f(x)]), f_\&(\mu_C(y_2), t[f(y_2) > f(x)]), ...].$$

Here, the $\lor$-operation combines infinitely many terms, so (similarly to what we have proved in Section 3), we can conclude that the only way to avoid the meaningless situation in which $\mu_{-D} = 1$ for all $x$ is to use $f_\lor = \max$. So, we arrive at the following definition.

**Definition 11.** Let $(f, C)$ be a maximization problem under fuzzy constraints, and let $f_\neg$ be a $\neg$-operation. A fuzzy set $D_R$ will be called a rule-based solution to this problem if its membership function $\mu_D(x)$ satisfies the following equality:

$$f_\neg(\mu_D(x)) = \max[f_\neg(\mu_C(x)), \sup_y f_\&(\mu_C(y), t[f(y) > f(x)]).$$

This solution coincides with the one described in 4.1:

**Proposition 11.** For every maximization problem under fuzzy constraints, $\mu_D(x)$ coincides with the solution corresponding to Kleene-Dienes implication.

**Proof of Proposition 11.** The predicate $f(y) > f(x)$ is crisp, so its truth value is either 0, or 1. By definition of an $\&$-operation, $f_\&(a, 0) = 0$, and $f_\&(a, 1) = a$. Therefore:

- If $f(y) \leq f(x)$, we have $t[f(y) > t(x)] = 0$, and $f_\&(\mu_C(y), 0) = 0$.
- If $f(y) > f(x)$, then $t[f(y) > f(x)] = 1$, and $f_\&(\mu_C(y), 1) = \mu_C(y)$. 
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When computing sup of a set of non-negative numbers, we can neglect 0’s, and thus consider only $y$ for which $f(y) > f(x)$. So, we get

$$f_{-}(\mu_{DR}(x)) = \max[f_{-}(\mu_C(x)), \sup_{y: f(y) > f(x)} \mu_C(y)].$$

Now, because of the properties of an $\&$–operation, we have $\mu_{DR}(x) = f_{-}(f_{-}(\mu_{DR}(x)))$, so

$$\mu_{DR}(x) = f_{-}(\max[f_{-}(\mu_C(x)), \sup_{y: f(y) > f(x)} \mu_C(y)]]).$$

Since $f_{-}$ is decreasing, $f_{-}(\max(a, b)) = \min(f_{-}(a), f_{-}(b))$, so

$$\mu_{DR}(x) = \min[\mu_C(x), f_{-}(\sup_{y: f(y) > f(x)} \mu_C(y))].$$

This is exactly the expression for $\mu_D$ for the Kleene-Dienes implication. Q.E.D.
5. How to make this math more practical?

5.1 Why is optimization not enough?

How is a control engineer working? First, he formulates the control problem in mathematical terms, and solves it. This is what we have discussed so far. But with this, his job is not done.

Real plants are always complicated. Their models are usually simplified. So, before we apply a control that is based on that model, we must determine whether this control is reasonable or not. To do that, a control engineer describes the mathematical control in plain, non-mathematic terms (e.g.: “If we get too far, we apply a huge thrust to get the trajectory back”). If these resulting rules sound unreasonable, the engineer will revisit the original simplified model to see what went wrong.

If the rules sound reasonable, the next step is to select an appropriate implementation. This is also a non-trivial step. A mathematical method produces a number $x$ with an arbitrary accuracy, but the accuracy of the actual hardware control devices is limited. Should we spend more money and try to apply the most accurate controller available, or the existing not-very-accurate controller is sufficient?

In other words, a practical control problem cannot be reduced to only a mathematical optimization part. In addition to mathematical optimization, there are two more parts:

- understanding, and
- implementation

of the resulting control.

Traditional control mainly stops on the optimization level, leaving understanding and implementation problems for the engineers’ intuition.

By contrast with that, we will show that fuzzy logic is a reasonable formalism to handle these two additional problems.

5.2 How to explain the control: an idea

Fuzzy logic started as a means of describing how people actually think, i.e., as a means to translate from natural language, i.e. from phrases like “John is tall”, into the language of mathematical formulas. This same translation can be applied in the opposite direction, to translate values of membership functions into words.

So, in principle, we can take the optimal control, and use fuzzy logic to translate it into natural language (i.e., into if-then rules).

But this is not the ideal solution of the understanding problem. Indeed, we:

- start with restrictions (conditions) formulated in a natural language;
- then, we translate them into mathematics;
- do something very complicated on mathematical level, and
- translate it back into natural language.

The result is in natural language, but the connection between the initial formulation and the result is hidden in math.

It is therefore desirable to be able to make all optimization steps transparent so that on each step, we will be able to keep, in addition to numbers, if-then rules that describe what we are doing in plain terms.
Such transparency is one of the major reasons why fuzzy logic is so successful in solving control problems: it not only produces an algorithm to compute the control strategy, but it also describes the result control strategy in terms of understandable if-then rules. (like “If it is too hot, cool more”).

It would be therefore nice if fuzzy optimization would not only choose the desired value $x$, but it should also explain this choice in plain words.

This idea has also been first formulated by L. Zadeh, as a part of his program to describe a “calculus of if-then rules” that will form the new basis for fuzzy systems.

For fuzzy optimization, the fact that we need specifically to consider the case when conditions are described by if-then rules, was emphasized in (Dubois 1992) [22] and (Dubois 1994) [23]. An example of an optimization problem (freight train scheduling) with if-then rules in constraints was described and solved in Ren 1994 [50].

Let’s describe the corresponding control optimization problem in more detail.

To do that, let us recall a typical classical control problem: how to get to the Moon and spend the smallest amount of fuel.

We will describe the state of the system at the moment $t$ by $\vec{x}(t)$, the control by $\vec{u}(t)$, and the total fuel spent for control $\vec{u}(t)$ by $J(\vec{u})$. Then, the problem is as follows:

**Given:**
- the initial state $\vec{x}(t_0) = \vec{x}_0$;
- a desired state $\vec{x}_f$;
- the dynamic equations $\dot{\vec{x}} = g(\vec{x}, \vec{u})$.

**To find:** a control $\vec{u}$ for which

$$J(\vec{u}) \to \min_{\vec{u}}$$

under the condition that a trajectory $\vec{x}(t)$ that is defined by an equation $\dot{\vec{x}} = g(\vec{x}, \vec{u})$, $\vec{x}(t_0) = \vec{x}_0$, lands on the Moon (i.e. $\vec{x}(t_f) = \vec{x}_f$).

For many real-life complex system, the dynamics $g(\vec{x}, \vec{u})$ is not precisely known. Instead, we usually have experts who can describe the behavior of this system as a set of rules in the form.

If $\vec{x}$ is $A_j$, and $\vec{u}$ is $B_j$, then $\vec{x}$ is $C_j$, where $A_j, B_j, C_j$ are words from natural language that can be naturally described as fuzzy set. So, the problem becomes: to find $\vec{u}$ for which

$$J(\vec{u}) \to \min_{\vec{u}}$$

under the condition that a trajectory that is described by these rules, lands on the Moon.

We want the solution not in terms of a cryptic mathematical function $\vec{u}(\vec{x})$, but also in form of the rules: if $\vec{x}$ is $P_i$ then $\vec{u}$ is $Q_i$. This formulation was first proposed in (Pham 1992) [48], (Chen 1994) [12], and for simple linear systems, such rules-to-rules solution have been announced.

For general non-linear system it has been proven (Abello 1994 [1]) that the problem of finding an optimal solution is computationally intractable. However, the fact the we humans describe rules-to-rules solutions for many complicated real-life problems makes us hope that this optimization problem is solvable for many important cases.
5.3. How to choose an appropriate implementation: an idea

As we have mentioned, mathematical optimization produces a number (say, 2.034...), but actual hardware controllers are not 100% precise, so we must approximate the control value. If we recall that we started with fuzzy (uncertain) knowledge, we will easily conclude that there is nothing sacred about the accuracy of the resulting value \( x \).

So, we must choose the inaccuracy of \( x \). How to describe this inaccuracy? One possibility would be to describe the interval of possible controls, e.g. \([1.9, 2.1]\). But again, since we started with fuzzy values, we can hardly expect a crisp threshold so that, e.g., 1.9001 is OK but 1.8999 is not. The most natural description of this uncertainty is thus in fuzzy terms, e.g. control must be approximately 2, with accuracy about \( \pm 0.1 \).

In mathematical terms: for practical control purposes, we need not a single value \( x \), but a fuzzy set \( X \).

The fact the results of operations in the real world are never precise and should therefore be described by fuzzy sets was first mentioned by Zadeh in the same paper (Bellman 1970) [4] that introduced his idea of fuzzy optimization. Zadeh called procedures that involve such “fuzzy” steps fuzzy algorithms. In these terms, we want a fuzzy algorithm for control. For that, we must choose a fuzzy algorithm for control. For that, we must choose a fuzzy set \( X \).

How to choose \( X \)? The objective function must include not only the plant expenses stemming from the resulting control, but also the expenses that are necessary to maintain the control with accuracy expressed by \( X \).

As a result, the objective function \( f \) will assign a value \( f(X) \) to each fuzzy set \( X \subseteq C \), and the resulting “more realistic” optimization problem will take the following form:

**Given:**
- a fuzzy set \( C \);
- a function \( f \) that maps fuzzy sets into real numbers.

**To find:** a fuzzy set \( X \) for which

\[
f(X) \rightarrow \max_{X: X \subseteq C}.
\]

Such a problem have been formulated in (Buckley 1994) [10]. Even for simple functions \( f \), this problem is too complicated to be solved by known analytical techniques. Therefore, in (Buckley 1994) [10], a genetic algorithm is used (successfully) to solve it.
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