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**Motivation.** It has been recently proven that the problem of finding exact (or even $\varepsilon$–approximate) componentwise bounds for the solution set $X$ of an linear interval system $\sum a_{ij} x_j = b_i$ with interval coefficients $a_{ij} = [a_{ij}^-, a_{ij}^+]$ and $b_i = [b_i^-, b_i^+]$ is NP-hard [2, 3, 4]. Here, each interval coefficient is assumed to be rational (i.e., both bounds of this interval are rational numbers), and the solution set is defined as the set of all possible $x_j$ for which $\sum a_{ij} x_j = b_i$ for some $a_{ij} \in a_{ij}$ and $b_i \in b_i$.

This result is true even if we restrict ourselves to systems with *square* interval matrices that are *regular*, i.e., for which each matrix $a_{ij} \in a_{ij}$ is regular.

In the proof of this result, a hard-to-solve class $C$ of interval linear systems is described such that if we can solve systems from the class $C$ in polynomial time, then we will be able to solve all problems from a class NP in polynomial time; this proves that the problem of solving linear interval systems is NP-hard. For this class $C$, the bounds $a_{ij}^\pm$ and $b_i^\pm$ of the corresponding intervals $a_{ij}$ and $b_i$ are *rational* numbers, i.e., exactly the numbers that can be represented in the existing computers. In this sense, the problems from the class $C$ are realistic. However, they are not completely realistic because in systems from $C$, some bounds of coefficient intervals grow (tend to $\infty$) with the number $n$ of equations. So, if we try to represent these coefficients in the existing computers, we will, for large $n$, get an *overflow*. (Or, if we re-scale the coefficients so as to avoid the overflow, we will get an *underflow* for the other coefficients that will be re-scaled to almost 0.)

**Problem and the main result.** A natural question is: if we restrict ourselves to interval linear systems with no underflow and no overflow, i.e., to systems in which all the bounds of all coefficient intervals are binary numbers of the type $d_s \ldots d_{-1}d_0d_1d_2\ldots d_t$ for fixed $s$ and $t$, will the solution problem still be NP-hard? Our answer is: “yes”.

Moreover, we show that the answer is “yes, NP-hard” even if we restrict ourselves to regular linear interval systems in which every bound of an interval coefficient is either equal to 0, or to 1; in other words, to *regular linear interval systems in which each coefficient interval coefficient is equal to [0, 0], [1, 1], or to [0, 1].
Comment. It is known that NP-hard numerical problems can be, crudely speaking, of two types (see, e.g., [1], Section 4.2):

- Problems that are, in general, NP-hard, but for which a polynomial time algorithm is possible if we restrict ourselves to instances in which the lengths of all numerical coefficients are bounded by a constant $C$. Such problems are called pseudo-polynomial.

- Problems that remain NP-hard even if we restrict ourselves to instances in which the lengths of all numerical coefficients are bounded by some constant $C$. Such problems are called NP-hard in the strong sense.

In these terms, our result shows that the problem of finding exact (or $\varepsilon$-approximate) componentwise bounds for the solution set of a linear interval system is NP-hard in the strong sense.

Proof. To prove our result, we will start with the known result (mentioned above) that the problem of solving regular linear interval systems with rational interval coefficients is NP-hard. We will then describe a general transformation of such systems into systems in which each interval coefficient is $[0,0]$, $[1,1]$, or $[0,1]$. This transformation will be done in several steps.

On some steps, we will introduce new variables in addition to the variables $x_1, \ldots, x_n$ used in the original system. We will make sure that for each of the original variables $x_i$, the set of possible values of $x_i$ will remain the same. Thus, we will be sure that the resulting final system has exactly the same bounds for $x_1, \ldots, x_n$ as the original system. Thus, if there is a polynomial-time algorithm that can find these bounds for an arbitrary linear interval system with coefficients $[0,0]$, $[1,1]$, or $[0,1]$, then by applying this algorithm to the transformation result, we would be able to compute the bounds for the original system, and this computation is an NP-hard problem. Thus, the problem of computing solution bounds for linear interval systems with coefficients $[0,0]$, $[1,1]$, or $[0,1]$ is also NP-hard.

We will also make sure that each transformation step preserves the number of non-degenerate interval coefficients (i.e., coefficients that are not of the type $[a,a]$), and that when we choose some values inside these intervals, all the variables of the resulting systems are uniquely determined. In other words, we will make sure that the systems obtained on each transformation step are regular. Thus, the problem of computing solution bounds for regular linear interval systems with coefficients $[0,0]$, $[1,1]$, or $[0,1]$ is also NP-hard.

1) The first transformation simplifies the right-hand side of the linear equation. Namely, we introduce a new variable $x_0$, replace each of $n$ equations $\sum a_{ij}x_j = b_i$ by an equation $a_{i0}x_0 + \sum a_{ij}x_j = 0$ with $a_{i0} = -b_i$, and add a new equation $x_0 = 1$.

If $x_0, \ldots, x_n$ belongs to the solution set of the new system, then $x_0 = 1$, and thus, the values $x_1, \ldots, x_n$ satisfy the original equations. Vice versa, if the
values $x_1, \ldots, x_n$ satisfy the original equations, then for $x_0 = 1$, the transformed equations also hold. Thus, for each of the variables $x_1, \ldots, x_n$, the bounds are the same for the original and for the transformed equations.

If we fix the values $a_{ij} \in \mathbf{a}_{ij}$, then, since the original system was regular, the values $x_1, \ldots, x_n$ would be uniquely determined. The only missing value $x_0$ can be now uniquely determined from the equation $x_0 = 1$. Thus, the new system is regular.

Hence, this transformation preserves both the bounds on $x_i$ and the uniqueness (regularity) property.

2) For every $i$, all the bounds of all the coefficients $a_{ij}$ in $i$–th equation are rational numbers (i.e., fractions). If we multiply all coefficients of this equation by the least common denominator of the corresponding fractions, we get a new equation in which all bounds of all coefficients are integers.

In the second transformation, we apply this procedure to all equations. As a result, we get an equivalent (thus regular) linear interval systems, in which all bounds of all interval coefficients are integers.

In particular, the only equation with a the non-zero right-hand side (namely, the equation $x_0 = 1$) stays the same.

3) On the third step, for each $j = 0, \ldots, n$, we introduce two new variables $n_j$ and $p_j$ (here, $n$ stands for negative, and $p$ for positive).

For each $j$, we add two new equations $x_j + n_j = 0$ and $n_j + p_j = 0$. In each original equation, we replace each term $[a_{ij}^-, a_{ij}^+]x_j$ by one of the following six expressions:

- If the interval $[a_{ij}^-, a_{ij}^+]$ is non-degenerate (i.e., if $a_{ij}^- < a_{ij}^+$), then we use one of the following three expressions:
  - If $a_{ij}^- < 0$, then we replace the term $[a_{ij}^-, a_{ij}^+]x_j$ by the sum $[a_{ij}^-]n_j + [0, a_{ij}^+]x_j$.
  - If $a_{ij}^- = 0$, then we leave the term $[a_{ij}^-, a_{ij}^+]x_j$ unchanged.
  - If $a_{ij}^- > 0$, then we replace this term by the sum $a_{ij}^-p_j + [0, a_{ij}^+]x_j$.

- If the interval $[a_{ij}^-, a_{ij}^+]$ is degenerate (i.e., if $a_{ij}^- = a_{ij}^+$), then we use one of the following two expressions:
  - If $a_{ij}^- < 0$, then we replace the term $[a_{ij}^-, a_{ij}^+]x_j$ by $|a_{ij}^-|n_j$.
  - If $a_{ij}^- = 0$, then we delete the term $[a_{ij}^-, a_{ij}^+]x_j$ (because it is equal to 0).
  - If $a_{ij}^- > 0$, then we replace the term $[a_{ij}^-, a_{ij}^+]x_j$ by $a_{ij}^-p_j$.

As a result, we get a linear interval system in which each interval coefficient is either a positive integer, or an interval of the type $[0, z]$ for some positive integer $z$. 
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Let us show that this transformation does not change the bounds of the solution set for $x_1, \ldots, x_n$, and preserves regularity.

Indeed, if $x_0, x_1, \ldots, x_n$ is a solution of the system that we had before this step, then, by adding $n_j = -x_j$ and $p_j = x_j$, we get a solution of the transformed system. Vice versa, if we have a solution of the transformed system, then from the new equations $x_j + n_j = 0$ and $n_j + p_j = 0$, we conclude that $n_j = -x_j$, $p_j = -n_j = x_j$, and therefore, for every $z_{ij} \in [0, a_{ij}^{-} - a_{ij}^{+}]$, we have

$$|a_{ij}^{-}n_j + z_{ij}x_j = a_{ij}^{-}x_j + z_{ij}x_j = a_{ij}x_j,$$

where $a_{ij} = a_{ij}^{-} + z_{ij} \in a_{ij}^{-} + [0, a_{ij}^{+} - a_{ij}^{-}] = [a_{ij}^{-}, a_{ij}^{+}]$. Thus, $x_0 = 1, x_1, \ldots, x_n$ form a solution of the system that we had before this step.

Since the system that we had before this step was regular, for each choice of coefficients in their intervals, the variables $x_0(= 1), x_1, \ldots, x_n$ are uniquely determined; the new variables $n_j$ and $p_j$ are uniquely determined from $x_j$. Thus, the transformed system is also regular.

4) Let us now describe the fourth (and final) transformation step. To simplify the description of this step, let us first rename the variables $x_j, n_j$, and $p_j$ into $x_j^{[0]}, n_j^{[0]}$, and $p_j^{[0]}$.

Let $N$ denote the largest integer bound in the system obtained after the third step, let $d$ denote the number of binary digits in the binary representation of $N$ (i.e., $d = \lfloor \log_2(N) \rfloor$), and let $P$ denote the set of all pairs $(i, j)$ for which $i-$th equation of the system that we had before this step contains the term $[0, z_{ij}]x_j$. The transformed system will have the following variables:

- For each $j = 0, \ldots, n$, and for each $k = 0, \ldots, d$, variables $x_j^{[k]}$, $n_j^{[k]}$, and $p_j^{[k]}$.
- For each pair $(i, j) \in I$, and for each $k = 0, \ldots, d$, variables $x_{ij}^{[k]}$, $n_{ij}^{[k]}$, and $p_{ij}^{[k]}$.

This system will consist of the following equations:

- Equations $x_j^{[k]} + n_j^{[k]} = 0$ and $p_j^{[k]} + n_j^{[k]} = 0$ (for all $j \leq n$).
- Equations $x_{ij}^{[k]} + n_{ij}^{[k]} = 0$ and $p_{ij}^{[k]} + n_{ij}^{[k]} = 0$ (for all $(i, j) \in I$).
- Equations $x_j^{[k]} + p_j^{[k]} + n_j^{[k+1]} = 0$ (for all $j \leq n$ and $k < d$).
- Equations $x_{ij}^{[k]} + p_{ij}^{[k]} + n_{ij}^{[k+1]} = 0$ (for all $(i, j) \in I$ and $k < d$).
- Equations $n_{ij}^{[0]} + [0, 1]x_j^{[0]} = 0$ (for all $(i, j) \in I$).
- Equations that are obtained from the equations of the system that we had before this step by the following replacement:
- Each term of the type $zn_j$ is replaced by the sum of the terms $n_j^{[k]}$ for all places $k$ on which the binary expansion of $z$ has 1 (i.e., for which $\varepsilon_k = 1$ in the binary expansion $z = \sum \varepsilon_k 2^k$).

- Each term of the type $zp_j$ is replaced by the sum of the terms $p_j^{[k]}$ for all places $k$ on which the binary expansion of $z$ has 1.

- Each term of the type $[0,z_{ij}]x_j$ is replaced by the sum of the terms $x_{ij}^{[k]}$ for all places $k$ on which the binary expansion of $z_{ij}$ has 1.

As a result, we get a linear interval system in which each interval coefficient is either 0, or 1, or an interval $[0, 1]$.

Let us show that this transformation does not change the bounds of the solution set for $x_1, \ldots, x_n$, and preserves regularity.

Indeed, if the values $x_j, n_j,$ and $p_j$ form a solution of the system that we had before this step, a solution that corresponds to the coefficients $c_{ij} \in [0, z_{ij}]$, then, as one can check, the values $x_j^{[k]} = p_j^{[k]} = 2^k \cdot x_j$, $n_j^{[k]} = -2^k \cdot x_j$, $c_{ij}' = c_{ij} / z_{ij}$, $x_{ij}^{[k]} = p_{ij}^{[k]} = 2^k \cdot x_{ij} \cdot x_j$, and $n_{ij}^{[k]} = -2^k \cdot c_{ij}' \cdot x_j$ form a solution of the transformed system, for $c_{ij}' \in [0, 1]$.

Indeed, e.g., for this choice of variables, the sum of the terms $p_{ij}^{[k]}$ for all places $k$ on which the binary expansion of $z$ has 1, is equal to the sum of the terms $2^k x_j$, i.e., to the product of $x_j$ and the sum of the terms $2^k$ that corresponds to all places $k$ on which the binary expansion of $z$ has 1. This sum is exactly the binary expansion of $z$, and hence, the sum is equal to $z x_j$.

Vice versa, if we have a solution of the transformed system, for $c_{ij} \in [0, 1]$, then:

- From the equations $x_j^{[k]} + n_j^{[k]} = 0$ and $p_j^{[k]} + n_j^{[k]} = 0$, we conclude that $n_j^{[k]} = -x_j^{[k]} = 0$ and $p_j^{[k]} = -n_j^{[k]} = x_j^{[k]}$.

- From the equations $x_j^{[k]} + p_j^{[k]} + n_j^{[k+1]} = 0$, we can now conclude that $n_j^{[k+1]} = -2x_j^{[k]}$, hence, $x_j^{[k+1]} = -n_j^{[k+1]} = 2x_j^{[k]}$. By induction over $k$, we can now conclude that $x_j^{[k]} = 2^k \cdot x_j^0$, and hence, that $n_j^{[k]} = -2^k \cdot x_j^0$ and $p_j^{[k]} = 2^k \cdot x_j^0$.

- Similarly, we can conclude that $x_{ij}^{[k]} = 2^k \cdot x_{ij}^0$, $n_{ij}^{[k]} = -2^k \cdot x_{ij}^0$, and $p_{ij}^{[k]} = 2^k \cdot x_{ij}^0$.

- From the equation $n_{ij}^{[0]} + [0, 1]x_j^{[0]} = 0$, and from our assumption that the coefficient is equal to $c_{ij} \in [0, 1]$, we conclude that $n_{ij}^{[0]} = -c_{ij} x_j^{[0]}$, and therefore, that $p_{ij}^{[0]} = -n_{ij}^{[0]} = c_{ij} x_j^{[0]}$.
Thus, the sums of the terms of the type $n_j^{[k]}$ and $x_j^{[k]}$ reduce to $zn_j$ and $zx_{ij} = (zc_{ij})x_j$, where $zc_{ij} \in z \cdot [0, 1] = [0, z]$. Thus, the values $x_0 = 1, x_1, \ldots, x_n$ form a solution of the system that we had before this step.

Since the system that we had before this step was regular, for each choice of coefficients in their intervals, the variables $x_0(= 1), x_1, \ldots, x_n$ are uniquely determined; the new variables $x_j^{[k]}$, $n_j^{[k]}$, and $p_j^{[k]}$ are uniquely determined by the values $x_j$. For fixed $c_{ij}$, the values of the variables $x_{ij}^{[k]}$, $n_{ij}^{[k]}$, and $p_{ij}^{[k]}$ are also uniquely determined by the values $x_j$. Thus, the transformed system is also regular.

The theorem is proven.
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