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Abstract
This paper presents new approaches to modelling both
linguistic and non-linguistic feedback during instruction
giving in a virtual domain. Our approach enables fine-
grained investigation of how language and actions are
conditioned by task-level and domain-level features of
dialogue. In a preliminary study, we examine the inter-
action between pauses in linguistic and non-linguistic ac-
tivity. As far as we know, ours is the first analysis of
pauses across modalities. In the longer term, we aim to
use these techniques as a window on the underlying pro-
cesses conditioning feedback, and for such applications
as the generation of situated forms of listening, such as
instruction following.
Index Terms: feedback, linguistic and actional pauses,
virtual worlds

1. Introduction
During instruction giving, backchanneling is a normal
part of feedback behaviour. However, an instruction giver
may well take all kinds of instruction following behaviour
as feedback, e.g. should an instruction giver consider an
instruction follower who has stopped talking or moving
to be indicating understanding or lack of understanding?
For their part, an instruction follower can deliberately sig-
nal problems arising from lack of understanding, by stop-
ping when faced with difficulties, or even waiting for fur-
ther clarification.

Given that such silence and inaction is ubiquitous in
everyday conversation (e.g. [5]), then clearly instruction
givers need to be very good at detecting and dealing with
such evidence about instruction follower behaviour. In-
struction followers for their part should impart the cor-
rect signals when necessary. However, such phenomena
as silence and inaction lack content (quite literaly), which
raises the question: how do we in fact construe meaning
of pauses in both action and language?1 And given the
apparent involvement of pausing in feedback behaviour,
how does such lack of action or language affect other
feedback channels?

The long-term aim of our work is to answer such
questions by developing a method for gathering fine-

1While pauses lack referential content, there is certainly some sense
that can be made of them, albeit wholly gained from the context.

grained information about interactive language behaviour
in multi-modal settings. To this end, in this paper we
present some preliminary work on a multi-modal corpus,
the SCARE corpus ([3]), to see if, using this method, we
are able to discover interesting interactions between paus-
ing in action and language and other forms of feedback,
specifically, backchannels. We hope that by examining
the interaction between such cross-modal phenomena, in-
sights can be gained into the “meaning” of such interac-
tional phenomena.

2. Previous work
The literature on pausing behaviour is well-established,
but typically does not consider actional alongside lin-
guistic pausing. Pauses involve unusually lowered lev-
els of activity in the production systems of a single lan-
guage user, in our case lowered activity levels in language
and/or actions. How low such levels must go for a pause
(to be perceived) to have occurred is a difficult question,
and some useful progress has been made toward answer-
ing this (e.g. [1]). Pauses have recently been of some
interest in research on interaction. Heldner and Edlund
([5]), in particular, provide a thorough typology from dif-
ferent speaker’s perspectives, echoing [8], that while gaps
are between-speaker silences, pauses are within-speaker
silences. We adopt this definition, and extend it to define
pauses in actions to be within-actor inactivity, and gaps
in action to be between-actor inactivity.

In line with a growing body of research, we take it
that pauses provide a window on language production and
cognitive processing (e.g. [10]). However, such work has
until now been largely linguistically oriented. We seek to
extend this to other production systems, in a way which is
in line with previous literature on linguistic pauses within
interaction (e.g. [5]).

Now, numerous established corpora of instruction
giving dialogues (e.g. TRAINS2) are strictly text based.
This has led to a paucity of information regarding the
use of situational features made by interlocutors. Extend-
ing models of interaction to incorporate such information
may provide qualitatively distinct accounts of what is go-
ing on in dialogue. In this paper, we will offer a prelimi-
nary proof-of-concept study, suggesting the usefulness of

2http://www.cs.rochester.edu/research/speech/trains.html



such information.
Corpus collections of multimodal dialogues, like the

SCARE3 ([3]) and GIVE-24 ([4]) corpora, are crucial for
approaches of the kind we are proposing. The availabil-
ity of such corpora provide an opportunity to make fine-
grained investigations of the situational features condi-
tioning interaction.

Our approach is as far as we know the first to em-
pirically model the interaction of different forms of feed-
back across modalities. This enables us to make uniquely
cross-modal comparisons of dialogue phenomena.

3. Method
3.1. Data

We used data from the SCARE corpus ([3]), a collection
of instruction giving dialogues in a virtual world (created
using QuakeII gaming software) made up of two levels,
each with between 7 and 9 rooms, and these rooms hav-
ing buttons for opening cabinets that contained objects to
be retrieved (see Figure (1) for screenshots). The corpus
consists of 15 sessions, with interlocutors taking roles of
either instruction giver (IG) or instruction follower (IF).
They had to complete a series of 5 simple tasks (retriev-
ing objects), with the IG verbally guiding the IF through
the world, but only the IG having access to a map of the
world, and a list of the tasks to be completed. The 19
male and 11 female participants had an average age of
30, and identified as native speakers of North American
English. Sessions ranged from 10 minutes in length to
over half an hour.

From this corpus, we collected from 12 of the 15
SCARE sessions, objective correlates of pauses in ac-
tions (i.e. complete cessation of physical activity),5 while
for pauses in language we relied on the judgements made
by the original annotators of the linguistic aspects of the
SCARE corpus. Accompanying the SCARE corpus were
detailed recordings of information about the fifteen game
sessions, including position and orientation of the IF, as
well as locations of objects in the SCARE world, such
as buttons, cabinets and doors.6 From the data streams
recorded in these log files, information about events could
be extracted, such as whether the instruction follower was
or was not moving or turning - we took pauses in actions
to be those periods between when the follower was turn-
ing and/or moving, as well as the context of such activity
or inactivity. Note that due to the way the SCARE corpus
is recorded, only the instruction follower both moves and
talks, while the instruction giver simply talks.

3http://slate.cse.ohio-state.edu/quake-corpora/scare/
4www.give-challenge.org/research/page.php?id=give-2-corpus
5Ignoring sessions 1, 5, and 15, which present various problems for

such data collection.
6Thanks to Alexander Koller and Krystof Drys for making available

code, some of which was adapted in the data retrieval process. The use
we made of this modified code is of course our own responsibility.

We developed a Scala tool for re-building the SCARE
corpus as a stand-off corpus using the Nite NXT toolkit
([7]). The Nite NXT approach is particularly useful for
us due to its rich structuring of data, including a data
set model for structuring a corpus in terms of (i) obser-
vations, (ii) agents, (iii) the interaction, as well as (iv)
the signal. In particular, the observations can be multi-
layered, either directly aligned to the timing level, or else
symbolically linked to other levels (e.g. annotations of
dialogue acts can be linked to actual utterances, which in
turn can be directly aligned with the timing of the original
audio and video signal). Aside from allowing us to ade-
quately model the information contained in the SCARE
dialogues, this also allowed access to a very useful library
of Java classes bundled with the Toolkit (e.g. for search-
ing NXT-formatted corpus files).

For backchannels, we examined acknowledgements
like “ok” or “yeah”, tacit agreements like “mhm”, and
fuller expressions of agreement like “yep” or “alright”,
as well as interjections “um” and “uh” (e.g. [9]). We will
not consider here the role of “gaps”, as defined by [5]
(although, it would be interesting to pursue this further in
the future).

3.2. Procedure

As a proof-of-concept of our approach to modelling mul-
timodal elements of feedback in interaction, we carried
out the four studies reported in Table (3.2), comparing
instruction giver (IG) and instruction follower (IF) be-
haviour.

In each case, we attempt to determine whether such
forms of feedback, in both instruction givers and follow-
ers, are independent or not of the activity of the instruc-
tion follower. In the context of instruction giving, the in-
activity of the instruction follower is a direct indication of
trouble in completing the task. For the instruction giver,
given the need to finish the task as quickly as possible,
the instruction follower’s lack of movement is likely a
symptom of misunderstanding (where inaction=inability
to act), while, the instruction follower could well inten-
tionally signal their lack of understanding in this way (cf.
“Sorry, what was that?”).

3.3. Results

3.3.1. Studies 1 & 2

Table (2) reports the percentage of backchannel tokens as
used by speakers in each role, interjections being reserved
for the fourth study (see Section (3.3.3) below).7 We car-
ried out a Pearson chi-squared test on this data, with re-
sult χ2 = 106.5 (p < 0.01, df = 3), suggesting that
the use of backchannels by Instruction Giver and Instruc-
tion Follower do not have the same distribution, in other

7Recall, IG=instruction giver, IF=instruction follower.



Figure 1: Screenshots of rooms within the SCARE world

Study question Purpose

Study 1: In the context of pause in actions, what IG
backchannels are most likely?

Evaluating overlap of backchannels of instruction givers
with the activity of instruction followers

Study 2: In the context of pause in actions, what IF
backchannels are most likely?

Evaluating overlap of backchannels of instruction follow-
ers with their own activity

Study 3: In the context of pause in actions and words,
what is the likely backchannel to be used, and who is
most likely to use it?

Evaluating overlap of backchannels and cessation of both
actions and language in instruction givers and followers

Study 4: In the context of pause in actions and words,
how does the choice between backchannels “um” vs.
“uh” affect word pause duration?

Evaluating overlap of interjections with cessation of both
actions and language

Table 1: Proof-of-concept studies

words that the use of backchannels is not independent of
the role of speaker. Note that Table (2) also reports stan-
dardised residuals, which is useful in contrasting how the
actual patterns of use of backchannel tokens differs from
one where use of such tokens would be independent of
the role of speaker (i.e. the null hypothesis case).

Token IG IF Row totals

alright 77(.96) 30(-1.3) 107
mhm 4(-5.9) 61(7.9) 65

ok 381(.63) 191(-.84) 572
yeah 165(1.5) 63(-2.0) 228

Column totals 627 345 972

Table 2: Backchannels in the context of IF inactivity (in-
cluding standardised residuals)

3.3.2. Study 3

Two investigations were conducted here, one that exam-
ined what happened in the context of linguistic pauses by

each speaker preceding action pauses, and the other in
the context of linguistic pauses following action pauses.
It turns out that only tokens for “ok” and “yeah” with
enough frequency for results to be significant. The com-
parisons in Table (3) yield results of far less significance,
with χ2 = 1.67 (p = .80, df = 4). The data in Table (4),
is similar, with χ2 = 2.05 (p = .73, df = 4). In neither
case, can independence of use of tokens from speaker role
be refuted.

Token IG IF Row totals

ok 9(-.55) 22(.40) 31
yeah 6(.89) 6(-.65) 24

Column totals 30 56 172

Table 3: Use of backchannel tokens by Instruction Giver
vs. Instruction Follower (word pause preceding action
pause, including standardised residuals)



Token IG IF Row totals

ok 14(-.34) 23(.29) 37
yeah 3(1.0) 1(-.88) 4

Column totals 17 24 82

Table 4: Use of backchannel tokens by Instruction Giver
vs. Instruction Follower (action pause preceding word
pause, including standardised residuals)

3.3.3. Study 4

Our reason for focusing here on the interjections “um” vs.
“uh” is that, while their interaction with linguistic pauses
is established ([11]), “um” projecting a longer pause in
words than “uh”, it would be interesting to consider both
in the context of actional pauses. Indeed, we were able
to confirm the distinction in projected word duration for
those interjections overall, with two sample t-test results
t(147) = 3.49, p < .01, indicating the null hypothesis
of no distinction between word duration after different
interjections can be rejected (word duration after “um”
having M = .56(SD = .68) seconds, “uh” having
M = .30(SD = .39) seconds). However, testing the
distinction between subsequent word duration following
these interjections, that occur during action pauses, we
obtained two sample t-test results t(28) = 1.76, p = .08,
indicating the same null hypothesis cannot be rejected in
the context of action pauses (word duration after “um”
having M = .78(SD = .76) seconds, “uh” having
M = .48(SD = .55) seconds).8

4. Summary and future work
This paper reports results of what are essentially proof-
of-concept studies, presenting a novel consideration of
feedback across modalities, and thereby demonstrating
the viability of our method for investigating situated dia-
logue. Our results show, first, that in the context of inac-
tivity by an instruction follower, a range of forms of feed-
back become available for use, and that indeed the use of
backchannels is dependent on role: instruction givers are
far more likely to use “ok” in such contexts than instruc-
tion followers, while instruction followers are far more
likely to say “mhm”. However, during complete silence
and inactivity, the use of specific backchannels becomes
independent of speaker role. Finally, employing our ap-
proach, a tentative initial analysis suggests that an estab-
lished distinction between backchannels “um” and “uh”

8However, a mixed effects account of this data is possible, with
action pauses as fixed factors, and subjects and interjections as ran-
dom factors. Preliminary ANOVA on by-subject vs. by-item means
of word duration, suggests a significant effect for action pauses for the
by-subjects analysis (F(1,26)=6.27, p<.05), but not for the by-items
analysis. Typically, significance in both analyses is required to show
overall significance; we are further examining this line of inquiry.

may vanish in the context of action pauses.
For future work, we will broaden our investigation

into this corpus, outside of the narrow range of pauses in
instruction follower activity. For example, an important
factor in the use of backchannels which we are planning
to look at is their relationship with intonation contour
([12]), but also in the context of instruction follower inac-
tivity. Further, given the highly adaptable means whereby
vitual domains can be installed on mobile devices such
as laptops, we are currently planning an Arabic version
of the SCARE corpus with the aim of cross-linguistic in-
vestigation across modalities of the kind of phenomena
explored by [12] and others. Finally, a key aim of our
work is to develop from such studies, more natural and
effective generation of listening behaviour on the part of
artificial instruction following agents.
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