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ABSTRACT

The diagnosis and treatment of individuals with communication dis-
orders offers many opportunities for the application of speech tech-
nology, but research so far has not adequately considered: the di-
versity of conditions, the challenges of limited data, and the role
of pragmatic deficits. This paper explores how a general-purpose
model of perceived pragmatic similarity may overcome these limita-
tions. It shows that a simple model can capture utterance aspects that
are relevant to diagnosis of autism and of specific language impair-
ment, outlines how it might support several use cases for clinicians
and clients, and analyzes its performance and limitations.

Index Terms— precision medicine, dialog behaviors, social in-
teraction, pretraining, low-resource tasks, autism, atypical behavior

1. MOTIVATIONS

Communication disorders affect many people’s lives, and the poten-
tial for speech technology to help has inspired much research. Most
successes in this area, however, follow a pattern [1], in being limited
to categorical diagnoses, limited to cases where ample and conve-
nient labeled data is available [2], and limited in terms of helping
clients understand their conditions. It is also poorly aligned with the
modern concept of “precision medicine” [3], and the aim of deeper
modeling of conditions with complex etiologies (such as psychiatric
disorders [4, 5, 6], where an important goal is discover latent factors,
and eventually ties to genetic, neural, developmental, environmental,
or other root causes). While research in this pattern has led to models
that perform well on many curated data sets, this pattern is not suit-
able for many applications, and translation to clinical practice has
been slow [7]. We see three general needs.

Need 1: Precise Diagnosis and Categorization
Many individuals with communication disorders have non-

stereotypical conjunctions of symptoms, each perhaps present to
varying degrees [7]. For example, someone diagnosed with autis-
tism may have some characteristics mildly or not at all, and may
also have some elements of anxiety, etc. There are also many people
with subclinical traits, some of whom may still wish to better under-
stand their condition and learn to communicate better. Such people
can potentially benefit from information beyond being tagged with
one of a few possible labels. While previous speech technology work
on communicative disorders has mostly targeted simplistic diagno-
sis, we aim to support more nuanced characterizations. These could
be useful for clinicians and also for clients seeking to self-monitor,
especially for individualized treatments. Incidentally, while there
are many qualms about automated rather than human-provided diag-
noses, AI to support clients in better understanding their conditions

is less likely to be concerning.

Need 2: Small-Data Modeling
Obtaining enough data to build models of communications dis-

orders is always a challenge, often due to various privacy concerns.
In the usual research pattern, an assumption of heterogeneity within
each disorder is taken to justify grouping data across many individ-
uals. This conveniently boosts the usable data size, but at the cost
of imprecise categorization, as noted above. Further, many factors
affect language skills, so the reference data should ideally be lim-
ited to speech from people with the same age, gender, demographic,
family environment, dialect, and so on [8], also reducing the amount
of relevant data. Moreover, the increasing desire to evaluate commu-
nicative effectiveness in naturalistic conditions — especially in dia-
log — rather than via read speech, may further reduce the available
amount of comparable and good-quality data. These considerations
impel us to seek ways to get more out of limited data.

Need 3: Consideration of Pragmatic Aspects
For some communication disorders, especially the neurogenic

ones, the greatest issue is difficulty in correctly conveying or per-
ceiving pragmatic intents, as the abilities to use speech functionally
and in interaction can be the most important aspects for communica-
tive effectiveness and acceptance by peers [9]. Typical pragmatic
functions include, for example, the intent to praise, to mark contrast
or novelty, to change the topic, to yield the turn or take it, and so on.
Phonological, lexical and syntactic deficits are easier to measure, and
have been the focus of most modeling to date, but pragmatic behav-
iors and perceptions also matter; social success depends not only on
the intent of the speaker but also on interlocutors’ perceptions.

This paper explores how these needs may be addressed with a
general-purpose model of perceived pragmatic similarity: one that
approximates human judgments of “how pragmatically similar are
[any two utterances] in terms of the overall feeling, tone, and intent”
[10]. Incidentally, unlike semantic similarity [11, 12, 13, 14, 15],
modeling pragmatic similarity is something new [10, 16].

2. CLASSIFYING SPEAKERS BY CONDITION

Our first set of experiments focused on Need 3. We hypothesized
that a model of pragmatic similarity would be adequate for captur-
ing utterance aspects relevant to communicative disorders, and tested
this by building a classifier and evaluating it on two diagnostic tasks.

2.1. Classification Method

Our method is based on the assumption that the utterances of peo-
ple with a condition will be mostly similar to those of other people



model prediction
ASD NT

speakers with autism diagnoses 10 4
neurotypical speakers 1 13

Table 1. Autistic vs Neurotypical discrimination

model prediction
SLI TD

SLI speakers 36 31
typically developing speakers 3 64

Table 2. SLI vs TD discrimination

with the same condition, and conversely for those without the condi-
tion. This assumption is probably not unrealistic, unlike the stronger
assumption, often made for many conditions, that there is a core un-
derlying cause or marker. For autism, for example, it is known that
the prosodic behaviors are diverse, as seen by conflicting results in
the literature [17, 18, 19, 20], referencing both inappropriately loud
speech and too soft voice, and both monotone pitch and overly wide
pitch range. Use of a similarity-based method can be robust to such
diversity. Further, a model that provides a similarity metric can sup-
port nearest-neighbor classifiers, which are often the best choice for
tasks with only limited data available.

The specific pragmatic similarity model we used was Segura’s
[10]. In brief, this computes, for each utterance, features using a
pretrained HuBert model, and estimates similarity using the cosine
of the two feature vectors. Our classification algorithm leverages
this. It has three steps. First, it classifies each utterance of an un-
known speaker as likely representing a condition or not, based on
the majority of the 7 nearest neighbors (kNN) in the reference data.
It does this 24 times, using all 24 layers of HuBert features in turn.
Second, it makes an overall classification of each clip based on the
majority vote of the per-layer classifications. Finally it classifies the
speaker as having a condition or not based on the label assigned to
majority of his or her utterances. We tested this algorithm leave-one-
speaker-out style on two datasets.

2.2. Evaluation for Autism

We first used the NMSU dataset of age-matched autistic (ASD) and
neurotypical (NT) adolescents engaged in a find-the-difference task
with a confederate [21]. For this data set there were 28 speakers,
with typically 5-10 minutes of data for each. As seen in Table 1, the
accuracy was 82%, with 1 neurotypical and 4 autistic speakers mis-
classified. Lacking publicly-available data for evaluation, there is no
way to benchmark this method, but these results do not seem inferior
to those reported by the most comparable previous work [22, 23].
To clarify, we do not claim this to be an advance in autism detec-
tion, but rather a demonstration that a very simple model, whose
parameters are fixed and require no tuning on autism-specific data,
still has substantial discriminative power. On further examination,
we found that the misclassified speakers were of three categories:
having inadequate data (few utterances), being among the youngest
neurotypicals, or having autism diagnoses but relatively low ADOS
scores. Thus the mispredictions do not seem to be attributable to
failures of the similarity model or the kNN approach.

model prediction
ASD NT

speakers with autism diagnoses 13 8
neurotypical speakers 1 6

Table 3. ASD vs NT discrimination without ASD data

2.3. Evaluation for Specific Language Impairment

We next used the Edmonton Narrative Norms Instrument [24], a cor-
pus of children ages 4 to 10 retelling stories, served at Talkbank,
including children with Specific Language Impairment (SLI) [25],
and typically developing (TD) children. SLI is not known to in-
volve a pragmatics-related deficit, but we chose this data because of
availability and our interest in younger children’s speech. The au-
dio was segmented into utterances. As there was more data in the
typically-developing category, we downsampled it to 67 speakers,
while matching the age distribution of the SLI children. There were
an average of about 35 utterances per child. The results are fair, as
seen in Table 2. Examining dependencies on age revealed the dis-
criminations to be at chance for the oldest group, the 10-year-olds,
but better for other ages. For comparison, we built a baseline using
the average length of utterance, in seconds, which classified children
whose average utterance length was less than 70% of the TD aver-
age as SLI. While its performance was above chance, our similarity-
based method was far more accurate. Overall, this suggests that our
model is capturing aspects of similarity beyond the purely pragmatic.
Depending on the purpose, this can be a good thing.

2.4. Performance without Condition-Specific Data

Regarding Need 2, a common low-resource scenario is one in which
we have only data from the typical/normal population, with no
condition-specific data. If we assume that communicative disorders
are departures from the norm, it should be possible to identify an in-
dividual as impaired or not, even without any disorder-specific data.
If so, then we can use a similarity metric to detect atypicality: if
many of a speaker’s utterances are not similar to anything produced
by the reference/normal population, then they may have some con-
dition. Of course, such a vague characterization would not be useful
for diagnosis, but could support screening to refer children for pro-
fessional evaluation.

To test this idea, we again used the NMSU and ENNI data sets,
with two measures of typicality: an utterance-by-utterance model
and a speaker-centroid model. In the former, we rated speaker typi-
cality by how similar their utterances were, on average, to the closest
3 of those of all the typical speakers (while leaving out the speaker
himself, if in the typical set). In the second model, we rated speaker
typicality by the distance between the centroid of all their utterances
and the centroid of all typically-developing speakers. For both mod-
els, we varied the thresholds post hoc, however performance was
smooth, so this likely only slightly overstates the actual utility. For
the ENNI data there was no benefit with either model, but for the
NMSU data both models did moderately well, with the centroid
model doing slightly better. In particular, a cosine threshold of 0.97
gave the performance shown in Table 3.

Unsurprisingly, the performance is weaker than when exploiting
ASD-specific data, but there is still some value. We plan to inves-
tigate whether this can be improved by conditioning on the context
and/or by excluding utterances that are atypical for the speaker.



3. SUPPORT FOR NEW USE CASES

Having established that a pragmatic similarity model can capture
utterance aspects relevant to communication disorders, this section
considers the posibility for Need 1. We propose five use cases:

Use Case A: Detecting Atypical Speakers. Given a collection
of recordings of people, clinicians might like a tool to automatically
screen for atypical speakers, identified as those whose utterances are
low in similarity to those of other speakers, especially when diag-
nostic norms do not exist.

Use Case B: Finding Similar Speakers. Clients or clinicians
may like a tool able to identify a very similar speaker in a dataset.
Enabling clients to hear speech from similar others, that is, people
whose behaviors are perceived similarly, might help them under-
stand how they themselves are perceived by other people. This could
help them more vividly understand their prospects, or help them
match with appropriate support groups. Further, while some clin-
icians may have enough experience to recall how previous clients,
similar in some way to the current one, responded to various inter-
ventions, novice clinicians may lack such experience. Thus such a
tool could be useful for clinician training or to provide support for
“looking up” similar clients via their recordings in a dataset.

Use Case C: Finding Typical Utterances. Clinicians may want
the ability to quickly find one or more typical or representative ut-
terances by the speaker, as a way to focus their attention for detailed
analysis [26] or to choose sample utterances to include in reports.

Use Case D: Finding Comparable Utterances. Clinicians may
want to be able to use a specific utterance from a child of interest as
a “query” and have the system retrieve similar utterances from other
speakers in the dataset.

Use Case E: Identifying Atypical Utterances. Clinicians may
also like to have automatic support for finding atypical utterances,
to be able to hear, for a single speaker, utterances that they have pro-
duced that are saliently non-typical (low in similarity to anything in
the reference data), and thus likely to be possibly perceived nega-
tively by peers. Further, detection of atypical utterances could be
useful in a preprocessing step to classification or to Use Cases A and
B, for the sake of excluding outlier utterances that may reflect noise
or some unusual transient speaker state, and are thus likely uninfor-
mative. Alternatively, some atypical utterances might be informative
as children’s “leading-edge” behaviors [27].

Thus, A and B involve identifying individuals, and C, D, and E
identifying utterances of interest. Today, the assessment and diagno-
sis of dialog abilities and behavior patterns is labor-intensive. Dis-
cussion with speech and language pathologists (SLPs), followed by
a survey of 18 practitioners, indicated that they see the most potential
in Use Cases C, A, and D, in that order. We suspect the value may
be even greater as behavior sampling evolves from data collected
in structured ways to data collected in more naturalistic conditions,
which may be voluminous. In short, there are many ways in which a
model of pragmatic similarity could support clinicians.

4. MODEL VALIDATION

Previous evaluation of Segura’s model [10] considered mostly over-
all correlations, but these are not ideally informative. For exam-
ple, a slightly improved version of Segura’s model, in which we use
only features from HuBert’s 24th layer, and downselect these using
a custom feature-selection process to maximize performance, was
shown, in our own previous work [28], to correlate 0.74 with hu-
man judgments, which is not far below human inter-annotator agree-
ment. However, these correlations were computed over a wide span

of similarities, and thus were heavily swayed by the basic ability to
separate rather similar pairs from completely dissimilar pairs.

This ability is not adequate for several of our use cases (B, C, and
D), which need a model that is also able to identify the pragmatically
most similar utterances. This ability is also the critical one for use in
nearest-neighbor classifiers, as illustrated earlier.

We accordingly set out to measure this ability. We hypothesized
that the model would be able to discriminate the most similar utter-
ances from those that were not similar or less similar. We tested this
using a task inspired by Use Case D, finding similar utterances from
a different speaker, which seems technically to be the most challeng-
ing of the use cases. The rest of the section describes the experiment.

4.1. Stimuli, Instruments, Subjects, and Procedure

We started with the DRAL corpus, which contains 2893
pragmatically-varied English utterances from conversations among
129 college students. Ideally, for a direct test of the model, we
would have humans first identify, for each of these utterances, the
most similar utterances in the corpus. We would then have been able
to directly test the ability of the model, given any utterance, to find
the most similar. However, having subjects listen to thousands of
utterance pairs is not realistic. Instead, we downsampled.

Specifically, for each of 31 randomly selected reference utter-
ances, we paired it with each of 10 candidates for the most sim-
ilar other utterance, and presented these pairs to human subjects
for judgments. The 10 candidates were chosen using the improved
Segura model: Three were the top-three most similar, according
to the model, and, as distractors, the seven whose similarity levels
were at percentiles 99, 97, 95, 90, 80, 60, and 30, according to the
model. In this way we ensured that very similar utterances were
over-represented. All clips were 2-7 seconds long. To avoid speaker-
identify confounds, each candidate utterance was constrained to be
by a speaker different from the speaker of the corresponding refer-
ence utterance.

For each utterance pair, judges rated “how pragmatically similar
are the two clips, in terms of the overall feeling, tone, and intent”
on a scale from 1 to 5. They also recorded their top 3 rankings,
which, although not really providing additional information, likely
encouraged extra care with the judgments at the high end of the scale.

We recruited nine judges, mostly undergraduates, who we knew
to be highly sensitive to the nuances of language, drawing mostly
on the pool of those involved in our recent past studies. These sub-
jects came in on a Saturday for a 4-hour session. Their compen-
sation was 70 dollars plus lunch. We first provided an overview
of the study and informal training, including listening to a variety
of clip pairs and clip-pair sets, making judgments, and discussing
the bases for judgments. (There was often variation, and from the
discussions it was clear that this was often due to noticing differ-
ent aspects or weighting them differently. For example, for some
clips some judges reported focusing more on similarity in terms of
the “feelings” conveyed, while others focused more on similarity in
terms of the “sound”.)

For each of the 31 sets, judges listened to the ten pairs, each
comprised of the reference and the candidate separated by a beep.
They rated each pair using QuestionPro sliders. Any judge could re-
quest repetitions of any pairs until they felt confident in their ratings.
Typically over half of the pairs were re-listened to in this way, often
multiple times. The judges were all in one room, so all heard the
same stimuli the same number of times.



Random Our Human
Baseline Method Judges

Ratings Correlation 0.00 0.18 0.28
Recall@1 (= Precision@1) 10% 15% 20%
Recall@3 30% 43% 48%
Top 3 Intersection 0.90 1.12 1.24

Table 4. Ability to Identify the Most-Similar Pairs

4.2. Results

A good model is one for which the pairs that are predicted to be
most similar are actually rated highly similar by the human judges.
Table 4 shows the results with the improved model. The first row
shows the correlations with human ratings, across all 310 pairs and
all 9 judges. Clearly this is a hard task even for human judges. Fur-
ther, we found that the model’s ability to predict the averages of
the human judgments, which we can take as an approximate gold
standard, was much better, with a 0.30 correlation. We also exam-
ined whether the difference between the model’s ratings of two pairs
could serve as a measure of its confidence, and indeed there was a
positive correlation between that difference and the number of times
the system correctly predicted which of two pairs would be judged
more similar. Incidentally, while we did not systematically explore
the modeling space, we did obtain a better correlation by modifying
Segura’s model to normalize each feature to have 0 mean, across the
entire training data, before taking the cosine, but this modification
hurt performance on the more important metrics.

These metrics are seen in the next three rows of Table 4. First,
we see that exact agreement on the #1 most similar clip was low, both
for the system and the humans. This was not surprising, because all
of the top 3 were designed to be very close in similarity. Second, we
see that the human-judged #1 most similar clip was hard to identify
even approximately, as it appeared in the system’s top 3 choices only
43% of the time, and humans did only modestly better. The last
measure is the most relevant: the number of clips in the top-3 human
rankings that appeared in the model’s top-3 rankings, averaged over
all 9 judges across all 31 sets. As seen in the table, the system’s
performance was above expectation, and this was significant (p <
.005, t-test, 31 samples), but below human performance.

To better understand the performance of the model, we did fail-
ure analysis over two overlapping subsets of the data. The first was
the pairs for which the system’s predicted similarity diverged most
from the average human judgments. The second was the pairs that
the model rated in the top 3, but whose average similarity ranking
by the human judges was low, representing the failures that would
be most harmful for the use cases. We found three common causes.
The first common cause was pairs for which one or both utterances
were acoustically unlike most of the training data. For example,
these included an utterance with an ingressive exclamation, and sev-
eral cases which were very quiet and reduced, apparently spoken
between friends who understood each other well. In most use cases,
such unusual utterances will likely be rare, so this may not be prob-
lematic in practice. The second common cause was that the model
was apparently often sensitive to pragmatic differences that were less
important to our judges, such as different turn-taking intentions (hold
versus yield), and the different evidentiality (statements based on
first-person experience versus not). The third common cause was,
conversely, that the model was sometimes apparently sensitive to di-
mensions of similarity that the human judges overlooked, or which

may have been overshadowed by salient category distinctions. For
example, this was the case for two clips, one in the form of a question
and the other in the form of a statement, which were both seeking a
confirmation of an amount or quantity.

Overall we see that the model has some ability to pick out the
most-similar utterances, and no obvious show-stopper failure modes.

5. CONTRIBUTIONS AND OUTLOOK

Our first contribution is a discussion of ways in which a general
pragmatic-similarity model could be a useful addition to the speech
technology toolset for communication disorders, in terms both of
unmet needs and of specific use cases.

Our second contribution is the finding that similarity can cap-
ture utterance aspects that are relevant to diagnoses (Tables 1 and 2).
Since nothing in our approach was autism-specific or SLI-specific,
we expect that this approach may be useful for many other condi-
tions, or mixes of conditions.

Our third contribution is the finding that similarity can support
discriminations without only small data and no task-specific training
(Table 3). This indicates the potential value of shunting off the hard
modeling work to a general model, in line with the increasingly pop-
ular strategy of pretraining on large, general data, and then using the
model for specific tasks.

Our fourth contribution, relating to precise and richly-
understandable characterization, is the finding that a pragmatic sim-
ilarity model can support at least Use Case D: identifying most-
similar utterances. Further, small informal studies of the other use
cases are so far suggesting that the model can support them also.

Beyond applications, similarity models may also provide a new
avenue for basic research on characterizing the space of communica-
tive disorders.

We have obtained promising results despite using only a very
simple similarity model, that uses only the speech signal and only
considers single utterances. Future work should seek to improve and
extend this: Beyond using the information in speech, cases where
speakers are silent, contrary to expectation, are also highly informa-
tive. Beyond the speech signal, a model might consider multimodal
information, such as gestures and activities. Beyond single utter-
ances, a model might consider more context, such as the interlocu-
tor’s recent behavior, or the recent interaction style [29] as a proxy
for the task and environment. Beyond acoustic-prosodic features, a
model might also exploit the words. Beyond a black-box similarity
model, one could use an explainable model built on perceptually-
relevant prosodic features [30].

Even with our existing model, much work remains to be done.
We need to test with more data and test actual utility through user
studies.
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