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Abstract

In this papet we consider the problem of planning with temporal goals, focussing on polynomi-
ally bounded length plans. Past results about complexity of planning are mostly about finding plans
that take the world to one of several desired states, often described using a goal formula. We first
consider goals expressed using linear temporal logic and analyze the complexity of planning with
respect to such goals for both when the states in the trajectory are complete states, and when they are
incomplete states. For the later case we also develop a notion of approximate planning and show its
complexity to be lower. We also show that this notion of approximate planning is sound. We then
consider goals that also have a knowledge component, and refer to such goals as knowledge tem-
poral goals. We analyze the complexity of planning with respect to such goals, propose a notion of
approximate planning which is sound and also analyze the complexity of such planning. Finally, we
present several goals that can not be adequately expressed using linear temporal logics. To specify
these goals, we propose the use of branching time temporal logics such as CTL andaddefine
what it means for a plan to satisfy such a goal. We then analyze the complexity of planning with such
goals and identify a variant of such goals which leads to a lower complexity of planning.

1This paper is a substantial extension of an IJCAI'01 paper by Baral, Trejo and Kreinovich titled “Computational Com-
plexity of Planning with Temporal Goals”, with three additional co-authors. About half the results in this version are new with
respect to the IJCAI'01 version.



1 Introduction and Motivation

In the presence of complete information about the initial situation, a plan — in the sense of classical
planning — is a sequence of actions that takes the agent from the initial situation to the state which
satisfies a given goal. Traditionally, a goal is described by a fluent formula which must be true in the
state reached after executing the plan. For such goals, the computational complexity of finding a plan
has been well-studied [4, 7, 11, 2]. In the most natural formulation, the problem of finding a plan whose
length is bounded by a given polynomiaN®-complete. (We give the definitions of standard complexity
terms such ablP-completeness in a later section.)

In many real-life planning problems, often the goal is much more than just reaching one of a set of
desired states. It may involve putting restrictions on the path such as making sure certain fluents are true
throughout the path, or the truth value of certain fluents revert back [20] — after the execution of the plan
— to their truth value in the initial state. In [1] use bihear Temporal LogicgLTLSs) to express such

goals is proposed. In this paper dirst goalis to study the complexity gbolynomial lengtrplanning

with such goals when the planning domairsggecified in a high-level languagsuch as STRIPS od

[8] and the initial state is completely known.

We then consider the case when there is incomplete information about the initial state, usually leading to
incomplete knowledge about the states in the trajectories. We analyze the complexity of planning with
respect to LTL goals for such cases. Our analysis shows the complexity to be higher than NP-complete.
To counter this we develop a notion of approximate planning with respect to LTL goals. We show that
our notion is sound and has a lower complexity. (We consider finding sound approximate notions with
lower complexity for planning problems with complexity higher than NP-complete to be important and
follow that methodology throughout the paper.)

When dealing with incompleteness, especially in presence of sensing actions, often it is useful to have
knowledge goals. Sometimes we need to have both knowledge aspects and temporal aspects in a goal.
For example, one may wish to have a goal of determining the value of ffuleat without changing its

value in the process. The first part is concerned with the ‘knowledge’ aspect, while the second part is a
restriction on the trajectory and needs temporal operators for its specification. We propose a simple logic
that incorporates both temporal and knowledge modalities and analyze the complexity of planning with
respect to such goals. Here also, we consider an approximate notion; show it to be sound and analyze its
complexity.

Although linear temporal logics (LTLs) can specify certain restrictions on the trajectory corresponding
to a plan, certain goal specifications are beyond the expressibility of LTLs. This include cases where an
agent is interested in states that are not directly in its planned trajectory but are reachable from states
in the trajectory. For example, one may want to specify the goal of going from location A to location

B such that for each intermediate location there is a gas station within two steps. In this case the gas
station does not have to be in the path (trajectory) taken from A to B. Such a goal can not be expressed in
LTLs and needs branching time logics. Tiextgoal of our paper is to explore the use of branching time
logics such as CTL and CTLin expressing planning goals beyond the capability of LTLs. In particular,

we give several example goals and their representations irf @id CTL; and precisely define what it
means for a plan to satisfy a goal in CTL and CT[The use of CTL for expressing goals in planning

was first proposed in [13].

2In [5] planning with LTL goals is studied with respectacbitrary lengthplans and with the planning domaspecified as
an automataThere is no direct correlation between these two type of results.



We then analyze the complexity of polynomial length planning with respect to CTL and @ddls. We
also identify a variant of CTL and CTLwith respect to which polynomial length planning belongs to a
lower complexity class.

Our complexity analysis is based on the action description langdageposed in [8]. The language

A and its variants have made it easier to understand the fundamentals (such as inertia, ramification,
gualification, concurrency, sensing, etc.) involved in reasoning about actions and their effects on a world,
and we stick to that simplicity principle here. To stick to the main point we consider the simplest action
description, and do not consider features such as executability conditions.

The rest of the paper is organized as follows. In Section 2 we present several background materials. In
particular in Section 2.1 we give a brief description of the langudgm Section 2.2 we present syntax

and semantics of LTL and define what it means for a plan to satisfy an LTL goal; in Section 2.3 we
recall useful complexity notions; and in Section 2.4 we recall useful complexity of planning notions. In
Section 3 we present complexity analysis of planning with LTL goals. We start with (Section 3.1) with
the case where the initial state is completely known. In Section 3.2 we consider the conformant planning
when the initial state is incompletely known, and in Sections 3.3-3.6 we discuss an approximate and
sound notion of planning for such a case and analyze its complexity. In Section 4 we present the notion
of temporal-knowledge formulas, analyze the complexity of planning with goals represented as such
formulas, and also study an approximate notion. In Section 5 we discuss the use oB@IICTL

in expressing goals, define what it means for a plan to satisfy a CTL or @dhal, and give several
examples of planning goals in CTL and CTLWe then present complexity results about planning and
plan checking with respect to CTL and CTgoals, and consider a variant of CTL and CTgoals with

a lower complexity. Finally in Section 6 we conclude.

2 Background

2.1 The action description language4

In the languaged, we start with a finite list of properties (fluentg), . .., f,, which describe possible
properties of a state. #tateis then defined as a finite set of fluents, e{g.or { f1, f3}. Intuitively, a state
{f1, f3} means that in that state, propertigsand f5 are true, while all the other propertigs, f4, ...
are false. The properties of the initial state are described by formulas of the type

initially f,

wheref is afluent literal i.e., either a fluenf; or its negation-f;. We assume that we have complete
knowledge about the initial state.

Execution of actions may change the state. In the language there is a finiteastbn§ The effect of
each action is specified by formulas of the type

a causes fif fi,..., fm,

wheref, f1,..., fm, are fluent literals. A reasonably straightforward semantics describes how the state
changes after an action:

o If, before the execution of an actianfluent literalsf, . . ., f., were true, and the domain descrip-
tion contains a ruled causes f if f1,..., fi", then this rule isactivated and after the execution
of the actiorna, f becomes true.



o If for some fluentf;, no activated rule enables us to conclude thas true or false, this means
that the execution of actiom does not change the truth of this fluent; therefgias true in the
resulting state if and only if it was true in the old state.

Formally, adomain descriptiornD is a finite set ofvalue proposition®f the type ‘nitially f” (which
describe the initial state), and a finite seteffiect proposition®f the type ‘@ causes f if f1,..., fn”

(which describe results of actions). Assuming that we have complete information about the initial sit-
uation, which is our assumption here, timtial state sy consists of all the fluentg; for which the
corresponding value propositioinitially f;” is in the domain description. We say that a flugnholds

in s if f; € s; otherwise, we say thatf; holds ins. Thetransition function®,(a, s) which describes

the effect of an action on a states is defined as follows:

e We say that an effect proposition ¢tauses f if f1,..., fi," is activatedin a states if all m fluent
literals f1,. .., fin hold ins;

e we defineV (a,s) as the set of all fluentg; for which a rule 4 causes f; if fi,..., fn" IS
activated ins;

e similarly,
we defineV; (a, s) as the set of all fluentg; for which a rule ‘¢ causes —f; if fi,..., f" is
activated ins;

o if Vi (a,s) NV, (a,s) # 0, we say that the result of the actiaris undefined

e if the result of the actiom is definedin a states (i.e., if V3 (a,s) N V5 (a,s) = 0), we define
®p(a,s) = (sUVa(a,8))\ Vp(a,s).

When the domain descriptial is clear from the context we just write instead ofd p,.

A planp is defined as a sequence of actipns . . . , a,,]. Theresult®p(p, s) of applying a plarp to the
initial statesg is defined as

Sp(am, Pplam-1,--.,Pplai,so)...)).

The planning problenis: given a domairD and a desired property, find a plan for which the resulting
plansg, s1 def ®p(a,so), s2 def ®p(ag, s1), etc., satisfies the desired property. In particular, if the goal
is to make a certain fluerfttrue, then the planning problem consists of finding a plan which leads to the
state in whichf is true.

In addition to the planning problem it is useful to considerplan checkingroblem: given a domain, a
desired property, and a candidate plan, check whether this candidate plan satisfies the desired property.
It is known that in the presence of complete information about the initial situation and deterministic
actions, for fluent goals (i.e., goals requiring that a set of fluents be true in the final state), plan checking
is apolynomialproblem — i.e., there exists a polynomial-time algorithm for checking whether a given
plan satisfies the given fluent goal [4, 7, 11, 2].

2.2 Representing planning goals using Linear Temporal Logic

In most planning systems the goals — represented by a logical formula — describe a set of finals states that
an agent may want to get into. The plans then involve a sequence of actions that takes the world from a
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given initial state to one of the states specified by the goal. Temporal logics play a role when the goal is
not just to get to one of a set of a given states but also involves conditions on what are acceptable ways
to get there and what are not. In the past [1] it has been suggested that Linear Temporal Logics (LTLs)
be used to specify certain kind of goals. LTLs are modal logics with modal operators either referring to
the future or to the past. The future operators in LTL arext(denoted by))), always(denoted byd),
eventually(denoted by®), anduntil (denoted byJ). The past operators in LTL ar@reviously always

in the past, sometime in the paandsince In this paper our focus will be on the future operators as
planning for temporal goals with only future operators can be easily done by forward search methods.
Syntactically an LTL formula is defined as follows:

(LTL_formula) == (propositional_formula)|
—(LTL_formula)]
(LTL_formula) A (LT L_formula)|
(LTL_formula) V (LTL_formula)|
O(LTL_formula)|
O(LTL_formula)|
O(LTL-formula)|
(LTL_formula) U (LT L_formula)

The truth of LTL formulas are usually defined with respect to an infinite sequence of states, often referred
to as arajectory, and a reference state. Intuitively, an LTL formdia is true with respect to a trajectory

o consisting ofsg, s1, ..., and a reference stase if for all i > j, p is true ins;. We now give a formal
definition of the truth of LTL formulas consisting of future operators [1]. In the followindenotes a
propositional formulag;’s are statesy is the trajectory, s1, . . ., and f;'s denote LTL formulas (with

only future operators).

e (s;,0) E=piff pistrueins;.

sj,0) = ~f iff (sj,0) = f

) E fiAf2iff (sj,0) = f1and(sy,0) = fo.
) E [V R ff (s,0) | fror(sj,0) = fo
)
)
)
)
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Q
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= Of iff (sjr1,0) = f
= afiff (sx,0) = f,forallk > j.
= Ofiff (sg,0) = f, for somek > j.

Sj,0

Sj,0

sj,0) = fi U fy iff there existsk > j such that(sy, o) = f» and for alls,
1< < k, (SZ’,O') |: fl-

Since truth of LTL formulas are defined with respect to a reference state and a trajectory made up of an
infinite sequence of states, to define the correctness of a plan with respect to an initial state and an LTL
goal, we need to identify a trajectory that corresponds to the initial state and the plan. We define it as
follows:

Let s be a state designated as the initial stategiet. . , a,, be a sequence of deterministic actions whose
effects are described by a domain description. The trajectory correspondirentia,, . . ., a, is the
sequence of states, s1, . . . , that satisfies the following conditions:
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® 5= S,
e s;11 =P(a;41,8),for0 <i<n-—1,and

® Sjt1 = S, fij >n.

We then say that the sequence of actians . ., a,, is a plan from the initial state for the goalf, if
(s0,0) E f, whereo is the trajectory corresponding anday, . . ., ay.

One nuance of the above definition is that a simple goal of reaching a state fvlseteie can not be
expressed by jusf, but now needs to be expressed by the temporal forxig. This is because our
reference point in the definition of a plan is the initial state. On the other hand if we were to use an LTL
with only past operators, then the specification can refer to the states before the reference state, and by
having the reference state as the current state during forward planning, the goal of reaching a state where
f is true can be expressed by jyst

Another nuance of our definition is that although a propositional formula is also an LTL formula, a goal
represented as a propositional formula is in general not very useful as (i) if the formula is true in the
initial state then the empty sequence of actions is a plan, and (ii) if the formula is not true in the initial
state then there are no plans.

We prefer the usage of future operators because of its use in earlier work on planning with temporal
goals [1], because if we use the initial state as the reference point then it remains the same as the plan is
expanded in the forward direction, and because we find it more intuitive for expressing many other kind
of temporal goals. We now list some temporal goals and their representation using an LTL with only
future operators.

1. If we are planning a flight of an automatic spy mini-plane, then the goal is not omgaththe
target point, but also to avoid detection; i.e., to have the fldetdcted false all the time.

The above can be expressed @§ireached A O-detected

2. The goal “until the destination is reached the robot keeps its front clear of obstacles” can be ex-
pressed as:

clear U reached

3. The goal “until the destination is reached the robot maintains its front clear of obstacles” can be
expressed as:

Oclear U reached

4. The goal “reach the destination but while doing it if a closed door is opened then it must be
immediately closed” can be expressed as:

&SOreached A O(closed A O—closed = O O closed).

5. The goal “reach the destination but while doing it if a closed door is opened then it must be
eventually closed” can be expressed as:

OOreached N O(closed A O—closed = < O closed).



6. The goal “reach the destination but while doing it closed doors must not be opened” can be ex-
pressed as:

&SOreached N O(closed = Oclosed).

7. When dealing with plans that are not finite, which happens when the agent is continually interact-
ing with the environment, then one way to express that the flfidr# maintained is through the
LTL formula: OO f.

This is similar to the notion of stability and stabilizability in discrete event dynamic systems [14].

Additional examples of use of LTL in specifying planning goals are given in the literature [1, 13].

2.3 Useful complexity notions

In this section we briefly review the various complexity notions that we will use in the remaining of
the paper. Crudely speaking, a decision problem is a problem of deciding whether a givem input
satisfies a certain property (i.e., in set-theoretic terms, whether it belongs to the corresponding set
S ={w|P(w)}).

Definition 1 The basic complexity classes

e A decision problem is said to belong to the cl&si there exists a deterministic Turing machine
(DTM) that takes polynomial time in solving this problem.

A decision problem is said to belong to the clddB if there exists a non-deterministic Turing
machine (NDTM) that takes polynomial time in solving this problem.

e A decision problem is said to belong to the clasdlPif the complement of the problem is MP.

e A decision problem is said to belong to the cl&3SPACEIf there exists a DTM that takes poly-
nomial space in solving this problem.

e For any deterministic or non-deterministic complexity clésshe classC is defined to be the
class of all languages decided by machines of the same sort and time bound,aexiept that
the machine now has an oracle

e The Polynomial hierarchy is defined as follows:
- 3P =1I)P =P

- ¥ P =NP>P
— II; .1 P = coNP>F o

In this paper we will use the following alternative characterization of the polynomial hierarchy in our
proofs.



A problem belongs to the claddP if the formulaw € S (equivalently,P(w)) can be represented
as JuP(u,w), where P(u,w) is a polynomial property, and the quantifier runs over words of
polynomial length (i.e., of length limited by some given polynomial of the length of the input).
The clasdNP is also denoted by P to indicate that formulas from this class can be defined by
adding 1 existential quantifier (hen&eand 1) to a polynomial predicatf)

e A problem belongs to the claseNPif the formulaw € S (equivalently,P(w)) can be represented
asVuP(u,w), where P(u,w) is a polynomial property, and the quantifier runs over words of
polynomial length (i.e., of length limited by some given polynomial of the length of the input).
The clasoNPis also denoted bii; P to indicate that formulas from this class can be defined by
adding 1 universal quantifier (hentleand 1) to a polynomial predicate (heriée

e For every positive integek, a problem belongs to the clasgP if the formulaw € S (equiva-
lently, P(w)) can be represented asVus ... P(uy,us, ..., u;, w), whereP(uy, ..., ug, w) is
a polynomial property, and all quantifiers run over words of polynomial length (i.e., of length
limited by some given polynomial of the length of the input).

e Similarly, for every positive integek, a problem belongs to the clag§.P if the formula
w € S (equivalently, P(w)) can be represented &8:;3us ... P(uy,ug, ..., ug, w), Where
P(uq,...,ux,w) is a polynomial property, and all quantifiers run over words of polynomial
length (i.e., of length limited by some given polynomial of the length of the input).

e All these classe&;,P andII;P are subclasses of a larger cld8SPACE formed by problems
which can be solved by a polynomigpacealgorithm. It is known (see, e.g., [15]) that this class
can be equivalently reformulated as a class of problems for which the formal& (equivalently,
P(w)) can be represented 88,3us ... P(ui,ug, ..., ur, w), where the number of quantifieks
is bounded by a polynomial of the length of the inpBtu, . .., ux, w) is a polynomial property,
and allk quantifiers run over words of polynomial length (i.e., of length limited by some given
polynomial of the length of the input).

A problem is calledcompletein a certain class if, any other general problem from this class can be
reduced to it by a polynomial-time reduction.

2.4 Complexity of planning notions

We are now ready to describe the complexity of planning notions. The planning problem of our interest
in this paper is as follows:

e givena domain description (i.e., the description of the initial state and of possible consequences of
different actions) and a goal in a temporal logic,

e determinavhetheritis possible to achieve this goal (i.e., whether there exists a plan which achieves
this goal).

We are interested in analyzing themputational complexityf the planning problem, i.e., analyzing the
computation time which is necessary to solve this problem.

Ideally, we want to find cases in which the planning problem can be solvegblyaomialalgorithm,
i.e., by an algorithni/ whose computational timg,(w) on each inputv is bounded by a polynomial
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p(Jw|) of the lengthiw| of the inputw: t;;(x) < p(|w]) (this length can be measured bit-wise or symbol-
wise). Recall that problems which can be solved by aifinomial-timealgorithms are called problems
from the clas$® (whereP stands fopolynomial-time). If we cannot find a polynomial-time algorithm,
then at least we would like to have an algorithm which is as close to the class of polynomial algorithms
as possible.

Since we are operating in a time-bounded environment, we should worry not only about the time for
computingthe plan, but we should also worry about the time that it takes to actugtgmenthe plan.

If a (sequential) action plan consists of a sequenc® ofictions, then this plan is not polynomial. It is
therefore reasonable to restrict ourselvepdtynomialplans, i.e., to plang whose execution time (or
duration)7’(u) is bounded by a polynomial(|w|) of the inputw.

With this tractability in mind, we can now formulate the above planning problem in precise terms:

e given:a polynomialp(n) > n, a domain descriptiod (i.e., the description of the initial state and
of possible consequences of different actions) and a goal statéh{eat, a statement which we
want to be true),

e determinewhether it is possible to tractably achieve this goal, i.e., whether there exists a
polynomial-duration plam (with 7'(u) < p(|D| + |S|)) which achieves this goal.

The main goal of this paper is to analyzing tt@mputational complexitgf this planning problem for
goals expressed in various temporal languages, and for various assumptions about the initial state.

3 Complexity and approximation studies of planning with LTL goals

In this section we present our complexity results about planning with respect to goals specified in LTL.
We start with the complexity of plan checking and planning with respect to complete initial states and
LTL goals.

3.1 Complexity of planning for the complete initial state case and LTL goals

Theorem 3.1 For goals expressible in Linear Temporal Logic (LTL), the plan checking problem is poly-
nomial. O

Proof of Theorem 3.1Given a planu of polynomial length, we can check its correctness in a situation
w as follows:

e we know the initial stateg;

e we take the first action from the action plarand apply it to the statey; as a result, we get the
statesy;

e we take the second action from the action pleend apply it to the state;; as a result, we get the
statess; etc.



At the end, we get the values of all the fluents at all moments of time. On each step of this construction,
the application of an action to a state requires linear time; in total, there are polynomial number of steps
in this construction. Therefore, computing the values of all the fluents at all moments of time indeed
requires polynomial time.

Let us now take the desired goal statem&nand consider how to build it up step by step from its
sub-formulas starting from the fluents.

For example, for the spy-plane goal statem@&nt= COreached A O—detected in Section 2.2,
s made up of the following sequence of intermediate stateméhts= reached, So = 051,
S3 = &8y, Sy = —detected, S5 = 0S8y, Sg = S3 A Ss.

The number of the resulting intermediate statements cannot exceed the length of the goal statement; thus,
this number is bounded by the leng# of the goal statement.

Based on the values of all the fluents at all moments of time, we can now sequentially compute the values
of all these intermediate statemestsat all moments of time:

e When a new statement is obtained from one or two previous ones by a logical connective (e.g., in
the above example, & := S3 A S5), then, to compute the value of the new statement df all
moments of time, we neét logical operations.

e Let us now consider the case when a new statement is obtained from one or two previously com-
puted ones by using one temporal operation: e.g., in the above exampgle;=as>.S,). Then, to
compute the truth value dfs at each moment of time, we may need to go over all other moments
of time. So, to comput#; for each moment of timg we need T steps. Hence, to compute the
truth value ofS; for all 7 moments of time, we need T2 steps.

In both cases, for each ef |S| intermediate statements, we need’> computations. Thus, to compute
the truth value of the desired goal statement, we ne€tl - |S| computational steps. Since we look
for plans for whichI" < p(|D| + |S|) for some polynomiap(n), we thus need a polynomial number of
steps to check whether the given plan satisfies the given goal. O

Theorem 3.2 For goals expressible in Linear Temporal Logic (LTL), the planning problemNRs
complete. O

Proof of Theorem 3.2We already know that the planning probleniNB-complete even for the simplest
possible case of LTL-goals: namely, for goals which are represented simply by fluents [4, 7, 11, 2].
Therefore, to prove that the general problem of planning under LTL-goBIB-isomplete, it is sufficient

to prove that this general problem belongs to the d\i3s

Indeed, it is known [15] that a problem belongs to the cldBsf the corresponding formul#'(w) can

be represented a&.P(u,w), where P(u,w) is a polynomially verifiable property, and the quantifier
runs over words of polynomial length (i.e., of length limited by some given polynomial of the length of
the input).

For a given planning situatiom, checking whether a successful plan exists or not means checking the
validity of the formuladu P(u,w), whereP(u,w) stands for “the plam succeeds for the situatian’.
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According to the above definition of the cla¥PB, to prove that the planning problem belongs to the class
NP, it is sufficient to prove the following two statements:

¢ the quantifier runs only over wordsof polynomial length, and

e the propertyP(u, w) can be checked in polynomial time.

The first statement immediately follows from the fact that in this paper, we are considering only plans of
polynomial duration, i.e., sequential plansvhose lengthu| is bounded by a given polynomial of the
length|w| of the inputw: |u| < p(Jw|), wherep(n) is a given polynomial. So, the quantifier runs over
words of polynomial length.

Since from Theorem 3.1 we can check the success of a plan in polynomial time, and thus, the planning
problem indeed belongs to the cld$B. The theorem is proven. O

Since the planning problem P-complete even for simple (non-temporal) goals [4, 7, 11, 2], the above
result means that allowing temporal goals from LTL does not increase the computational complexity of
planning.

We gave the proofs of Theorems 3.1 and 3.2 for the version of Linear Temporal Logic which only uses
future temporal operators. However, as one can easily see from the proofs, these result remains true if
we allow past temporal operators or more sophisticated temporal operators, e.g., temporal operators of
the type<; ) from [1] which are defined on timed sequences of states. There, a timed sequence of states
M is defined as consisting of a sequence of stajes ., together with an associated timing functi@n

that maps states to a point in the non-negative real line such that for7alk;) < 7 (s;+1), and for all

real numbers: there exists am such that7 (s;) > r. The entailments;, M) = Oy 4 f is then said to

hold if there exists an, such that < 7(s;) < s, andf is true ins;. Using <y, 4, the goal thayf must

be satisfied in the future during the time interval 10 to 36 is expressed ag /-

3.2 Planning w.r.t incomplete initial states and LTL goals: conformant plans

As we mentioned earlier past research on planning with temporal goals has assumed the initial state (as
well as the states in the trajectory) to be completely known. Now let us consider the case when we have
incomplete information about the initial state. In that case the straightforward approach is to consider all
possible initial states that agree with our knowledge about the initial state. Then conformant planning
involves searching for a sequence of actions that is a plan with respect to each of these complete initial
states and the given LTL goal. We will now formally define this notion and present the complexity results
of such conformant planning.

An incomplete state (also referred to as an approximate statstate is represented by a consistent set
of fluent literals. Ana-states is said to be complete if for every fluefiteither f or = f isin s.

Definition 2 (Extension of an incomplete state)Let s be an incomplete state. We say a stét® s is
a complete extension afif s’ is complete. O

Definition 3 (Conformant plan) Let D be a domain descriptios,be an (incomplete) initial state and
G be an LTL goal. A sequence of actioas, . . ., a, is said to be a conformant plan with respect to a
(possibly incomplete) initial state’ and goalG, if for every complete extension of ¢, (s,0) = f,
whereo is the trajectory corresponding tanday, . . ., a,. O
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In [2] it is shown that (conformant) planning with respect to incomplete initial states and goals that are
propositional formulas i&, P-complete. We now show that even if the goal is an LTL formula the
complexity of planning is stilbs P-complete.

Theorem 3.3 For situations of conformant planning with incomplete initial state, and LTL goals the
planning problem i&, P-complete. O

Proof: From [2] we already know that the planning problemXisP-complete for incomplete initial

states and for the simplest possible case of LTL-goals: namely, for goals which are represented simply
by fluent formulas. Therefore, to prove that the general problem of planning under incomplete initial
state and LTL goals i&¥sP-complete, it is sufficient to prove that this general problem belongs to the
class¥;P.

Since an incomplete initial state means that the initial values of some fluents are unknown, for such
problems, the existence of a successful plan means the existence ofiga pdanvhich, for every set of
valuesu, of the unknown fluents, the plan leads to a success. l.e., the existence of a successful plan can
be thus written as a formuldu, Yus P(u1, ue, w), where the predicat®(u,, u2, w) describes the fact

that for the planning probleny and for the values, of initially unknown fluents, the plan; leads to

a success. Now, in order to prove that the problem belongs to theXjd&swe need to show that the
quantifiers run over variables of polynomial length, and that the predie@ate, vz, w) is polynomially
verifiable. Since the quantifier; runs over plans, it is of polynomial length. The quantifigrruns

over sets of values of fluents, and each set of values is of polynomial size (the length is equal to the
number of unknown fluents); thereforg is also of polynomial size. Finally, if we know the values

uo Of all the initially unknown fluents, and if we know the sequence of actionshen as described in

the proof of Theorem 2 in [2] we can check step-by-step whether for these values of fluents, the given
sequence of actions leads to success. Therefore, the prefficateus, w) is polynomially verifiable.

So the planning problem with respect to LTL goals and incomplete initial states indeed belongs to the
classX, P. O

3.3 Approximate planning with LTL goals and incomplete initial state

In this section our goal is to develop a notion of approximate planning which can find correct plans —
with respect to temporal goals and incomplete initial state, and which belongs to (as we will show) a
lower complexity class (of NP-complete) thaa P-complete of the previous section. The price we pay

is that it may miss finding some plans.

The main initial steps in this endeavor is to: (i) use the notion of a-states and define a sound transition
between a-states due to actions, and (ii) define what it means for a temporal formulé-t@ bgalse
andunknown with respect to a trajectory of incomplete states, and show that this definition is sound.
For (i) we use the notion of 0-approximation from [19], ahd formulation of (ii) is a novel contribution

of this paper We now define the transition between a-states due to actions corresponding to the O-
approximation.

Definition 4 (O-transition function) [19] Thetransition function®}, corresponding to the actions de-
scriptions of a domain descriptioR, which describes the effect of actions on a-states is defined as
follows:

12



e we say that an effect proposition ‘tausesy if f1,..., f,," is activatedin an a-states if all m
fluent literalsf,...,f» hold ins;

e we say that an effect proposition tausesf if fi,..., f," is possibly activateih an a-states if
all m fluent literalsfy,...,f,,, possibly hold ins (i.e., are either true or unknown k);

e for an actiona, and a-stats, we definel’/(a, s) as the set of all fluent literalg for which a rule
“a causesf if fi,..., f"is activated ins;

e for an actiona, and a-state, we definel’/,(a, s) as the set of all fluent literalg for which a rule
“a causesf if fi,..., fin"is possibly activated ir;

e for an actiornz, and a-state, we say®?, (a, s) is undefined i/}, (a, s) has bothf and—f for some
fluentf. If Y (a, s) is not undefined then we defidg), (a, s) as:

{f(fesorfeVplas)) andf ¢ V)(a,s)} O
Proposition 1 [19] ®Y, is sound with respect té p; I.e., for any a-state and actiom,

o If ®)(a, s) is defined then for all extensiorsof s, ®(a, s') is defined.

e If fistrue w.r.t. (or false w.r.t®% (a, s) thenf is true w.r.t. (or respectively, false w.r.th(a, s'),
for any extension’ of s. O

3.4 Truth of temporal formula with respect to trajectory of a-states: an approximate
notion

In Section 2.2 we defined the truth of temporal formulas with respect to a trajectory of states. We
now define an approximate 3-valued notion of truth with respect to a trajectory of a-states. Unlike
the definition in Section 2.2 where an LTL formula is either true or false with respect to a trajectory
of states, in the following true an LTL formula may evaluatettae, false or unknown. Leto =
(s0,81---5n,...) beasequence of a-states.

1. If fisafluent:f is said to berue w.r.t (sj, o) if f € s; andf is said to befalse w.r.t (s;, o) if
-f € sj.

2. If fisan LTL formula:—f is said to be&rue w.r.t (s;, o) if fis false w.r.t(s;,o), and—f is said
to be false w.r.t (s;,0) if fistruew.rt(s;,o).

3. If fandg areLTL formulae: f A g is said to berue w.r.t (s;, o) if both f andg aretrue w.r.t
(sj,o);andf A g is said to befalse w.r.t (s;, o) if either f or g is false w.r.t (s, o).

4. If fandg are LT L formulae: f Vv g is said to betrue w.r.t (s;, o) if either f or g is true w.r.t
(sj,0); andf V g is said to befalse w.r.t (s;, o) if both f andg are false w.r.t (s;, o).

5. If fisanLTL formula: O f is said to b&rue w.r.t (s, o) if fistrue w.rt(sj;1,0);andQf is
said to befalse w.r.t (s;,0) if fis false W.r.t(s;41,0).

6. If fisanLTL formula: Of is said to belrue w.r.t (s;,o) if f is true w.rt (si, o), for every
k> j;andOf is said to befalse W.r.t (s, 0) if fis false w.r.t (s, o), for somek > j.
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7.1f fisanLTL formula: <f is said to befrue w.r.t (sj,0) if f is true w.r.t (si, o), for some
k> j,and< f is said to befalse w.r.t (s;,0) if fis false w.r.t (sg, o), for everyk > j.

8. If fandg areLTL formulae: f U g is true w.r.t (s, o), if there existsn > j such that is true
W.I.t (8m,0) and f is true W.r.t (sx, o), for everyk, j < k < m; andf U g is said to befalse
W.r.t (s;,0), if for everym > j such that is true w.r.t (s,,, o), there exists, j < k < m: fis
falsew.rt(sg, o).

9. For any LTL formula if f is neithertrue w.r.t (s;, o) nor false w.r.t (s, o), we then say that it is
unknown W.I.t (sj,0).

The conformant way to define the truth of a temporal formula w.r.t. a trajectory of a-states is to define a
notion of ‘extensions’ of such trajectories which consist of only states (instead of a-states) and consider
the truth of the given temporal formula w.r.t. all the extensions. But even though the alternative con-
formant definition is simpler to define, the definition that we have presented leads to a polynomial time
verification of LTL formulas with respect to trajectories of a-states, and as we will show it is sound with
respect to the conformant definition.

Definition 5 (Extension of trajectory) Leto = (s, s1,...) be a trajectory of a-states. We say a trajec-
tory of statesr’ = (s, s, .. .) is an extension of if for all 4, s} is an extension of;. O

Proposition 2 [Soundnesslet o = (sg, s1,...) be a trajectory of a-states. An LTL formufais true
(or false) with respect tds;, o) implies that it istrue (or false respectively) with respect I(Q;;-U’) for
all extensions’ of o and the corresponding extensiﬁp(of s; fromo)in o’ O

Proof: (sketch) We define a notion of the depth of an LTL formula. Simple fluents have depth 0, if a
temporal formulaf is made up of an unary operator and another fornflldnen the depth of =1 +
depth of f/, and if a temporal formulg is made up of a binary operator and two formufasand f,

then depth off = 1 + max( depth off;, depth off;). The proof is then based on doing straightforward
induction on the depth of LTL formulas. O

The above proposition shows that our approximate definition of the truths of LTL formulas with respect to
trajectories of a-states is sound with respect to the alternative conformant definition based on extensions
of the given trajectory of a-states. It is not complete though, as simple formulas of thef form f

will have the truth valueinknown in a state wherg is unknown, while it will be evaluated th-ue in

each of the extensions. Having the benefit of a lower complexity of verification — which matches with
the complexity of O-approximation, at the cost of sacrificing completeness seems to us as an acceptable
trade off.

3.5 Approximate planning with LTL goals and its soundness

We now define a notion of 0-approximate planning with respect to LTL goals and an incomplete initial
state.

Let s be an a-state (incomplete initial state) designated as the initial staie, let, a,, be a sequence of
deterministic actions, whose effects are described by a domain desciiptibme trajectory correspond-
ing to s anday, . .., a, is the sequence of a-stat&g s1, . . . , that satisfies the following conditions: (i)
s = sg, (i) ;401 = (I)%(ai+1,s,-), for0 <i<mn—1,and (iii)sj11 = s;, forj > n.
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We say that the sequence of actiens. . ., a,, is a 0-approximate plan from the initial a-statéor the
LTL goal f, if f istrue w.r.t. (s, o), whereo is the trajectory corresponding taanday, . . . , a,.

Theorem 3.4 (Soundness of 0-approximate planningl.et D be a domain descriptioRy be an a-state,
andG be an LTL goal. If a sequence of actioms . . ., a,, iS a O-approximate plan frosy for the goal
G thenitis also a conformant plan frogg for the goalG. O

Proof
Directly follows from the soundness 6%, with respect tob, (Proposition 1) and from Proposition 2.
O

3.6 Complexity of O-approximate planning with LTL goals

Theorem 3.5 (Complexity of 0-approximate planning) Given a domain descriptiof®, an (possibly
incomplete) initial state, and a temporal godF, the 0-approximate planning problem is NP-complete.
O

Proof (sketch)

From [2] we already know that the O-approximate planning problem is NP-complete for incomplete
initial states and for the simplest possible case of LTL-goals: namely, for goals which are represented
simply by fluent formulas. Therefore, to prove that the general problem of 0-approximate planning under
incomplete initial state and LTL goals is NP-complete, it is sufficient to prove that this general problem
belongs to the class NP. In other words we need to show that plan verification in this case is polynomial.

This can be shown by taking a goal statement, say for exaipte COf A O-f, and breaking it to
intermediate goalsy := f, Gy := OG1, G3 := OGs, G4 := —f, G5 := OGy, Gg := G3 AN Gs. |t

is easy to see that the number of such intermediate statements is bounded by thedenBtsed on

the values of the fluents in each a-state in the trajectory, we can now sequentially compute the values
of all these intermediate statements at all a-states. If we considering plans of#derigéim we need to
considem + 1 a-states. When an intermediate goal is defined using propositional connectives, such as
G := G3 A G5 computingGg given the value of7s andG5 will take 1 logical operations in each a-state

and hence:+ 1 operations total. When an intermediate goal is defined using temporal connectives (

or U), such as7y := GsUG7, to compute the truth value @iy in any a-state, we may need in the worst
case — this happens whéh evaluates tgfalse — (n + 1)? operations, and hende + 1) operations

in total. Since we are only looking for plans of polynomial length (ire.< p(|D| + |G|) for some
polynomialp(x)), we thus need a polynomial number of steps to verify a plan. O

4 Planning with Temporal knowledge goals: complexity and approxima-
tion

So far we have considered only LTL goals. When dealing with incompleteness, and specially in presence
of sensing actions, it becomes natural to consider goals that also involve the knowledge aspect. Although
the need for mixing temporal aspects with knowledge aspects in representing goals has been pointed out
in [9, 3], we are unaware of work where such a language is formally defined. In this section we define
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such a language, discuss goals whose specification requires such a rich language, and explore planning
with respect to such goals.

The language we propose is a simple one where knowledge formulas are defined first and temporal
operators are only applied on top of them. Thus we do not allow knowledge operators on top of temporal
formulas. For exampld{Of is not a valid formula in our language. Nevertheless, our language is
powerful enough to express most of the goal notions in the literature that involve both knowledge and
temporal aspects.

A knowledge proposition is of the form ¢, wherey is a propositional formula. A knowledge propo-
sitional formula is made up of propositions and knowledge propositions using the propositional connec-
tives—, v, andA. We now define temporal knowledge formulas (TKFs).

Definition 6 TKFs
(i) Knowledge propositional formulas are TKFs.
(i) If 6 andd’ are TKFs then so areV &', § A &', =, Od, 06 <§, andd U §'. O

We now give some examples of goals expressed using TKFs.

1. Suppose we would like to represent the goal that the truth valgiesohlways known. This can be
expressed as(K f v K—f). A practical example of this is whefidenotes ‘baby is crying’ and
a parent has the goal of always knowing whether the baby is crying or not.

2. Another goal would be to reach a state (and stay there) where the truth vafus khown, but
without changing it in the process. This can be expressed as follows:

CO(KfV E-f) NB(f = Of) AB(=f = O~f)

The above corresponds to the ‘sense but do not destroy’ notion in [9].

3. In conjunction with the previous goal we may have the condition that a literalallowed to
change during the execution of the plan but its final value is known and is the same as its initial
value (before the plan is executed). Such requirements are part of specifying goals of diagnostic
plans [3] referred to there as fixable literals. The intuition is thaiay refer to properties involved
in disassembling of a machine that is being diagnosed, and we would like those properties to be
reverted back to their original value after the diagnosis is done. This additional condition can be
expressed as:

(9 = OBKg) A (g = OOK—g)

4. Similarly in conjunction with goal (2) we may have the condition th&t allowed to change during
the execution of the plan but its final value is known and is the same as its initial value (before the
plan is executed) ofalse. Such requirements are also part of specifying goals of diagnostic and
repair plans [3], wheré may refer to the abnormality of a component and hence we are allowed
to fix it (makeab false) but not to break it. This additional condition can be expressed as:

((h = OOKhR) A (-h = OOK=h)) V OOK-h

The last three goals are from the literature, but in those papers they are expressed using specialized
notation. They do not use a general purpose logic as we propose here.
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To properly reason about the modaliyit is necessary to extend the notion of states to knowledge states
(or k-states) [19] where a distinction between the real state of the world, and the agent’s knowledge about
the world is made. A k-state is a pdir, ) wheres denotes the real state of the world, 8k a set of

states that the agent thinks it may be in.

Given a k-statés, ) a propositional formuld is said to be true (resp. false) {8, ) if f holds (resp.

does not hold) irx. A knowledge propositiot f is said to be true (resp. false) g, ) if f holds (resp.

does not hold) in all states i. Given a trajectory of k-states the truth of a TKF is defined in a similar
manner to Definition 2.2 using the truth of propositional formulas and knowledge formulas as defined
above as the base case.

4.1 Planning with TKF goals

We now proceed towards defining planning with respect to TKFs. First, planning with respect to TKFs
and in presence of incompleteness may involve special kind of actions referred to as knowledge produc-
ing or sensing actions [18]. The effects of sensing actions are expressed using propositions of the form
a determines f, which means that after the execution of actigthe truth value of the fluent become
knownto the agent.

The executions of actions (both sensing and otherwise) result in transition from one k-state to another.
To start with the transition between k-states due to actions, which we will dendtg big defined using

the & function defined earlier. Assuming that sensing actions do not affect the real Wgrtthn be
defined as follows [19]:

For a non-sensing actian
\IID(CL’ <$7E>) = <(I)D(a78)7 {q)D(a7 8/) ’ s’ e E}>

For a sensing actiomwhich senses the fluenfs, . .., fx,
Up(a,(s,X)) = (s,{s' € 2| Vi(1 <1i<k) f; holds ins iff f; holdsins’}).

From the planning perspective the next issue is to define an initial k-state corresponding to information
in a given domain descriptioP. If s is the incomplete initial state corresponding/@cthen an initial
k-state corresponding towould be any pais’, ) wheres’ is an extension of andX. is the set of all
extensions of.

Now plans in presence of sensing actions [10, 19] may involve conditional statements conditioned on
knowledge gained by sensing actions that precede the conditional statement. Note that the knowledge is
gained during execution time and not during planning time; hence the need for conditional statements.
Nevertheless, a given possible plan consisting of conditional statements when executed in a k-state goes
through a trajectory of k-states. A TKF goal can then be evaluated against such trajectory of k-states. (A
formal definition of this is given in [19].) We can now define the notion of a plan.

Definition 7 Let D be a domain description andG be a TKF goal. Let
(s1,{s1,---,81}),..-(s1,{s1,...,5}) be the set of initial k-states w.r.tD. We say a given possible
conditional planP is a plan w.r.t.D andG, if G evaluates to true w.r.t. all trajectories obtained wiitn
is applied to the initial k-state&1, {s1,...,s:}),... (s, {s1,...,s1}). O

Here while analyzing complexity of planning we consider plans whose individual execution sequences
(but not necessarily the total length of the plan in terms of number of words it has) are polynomial in
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the size of domain description and goal. The results related to complexity of planning are the same as
they are in [2] even if we consider TKF goals. Here we present one such result. But first we need the
following definition.

Definition 8 Let k be a positive integer.
e We say that a sensing actionkidimited if it reveals the values of no more tharfluents.

¢ We say that a possible planisbounded if it has no more thd@nsensing actions. a

Theorem 4.1 For a given positive integér, with incomplete information about the initial state and with
k-limited sensing actions checking the existence bftaounded plan i¥,P-complete. O

Proof: Straightforward extension of the proof of Theorem 6 in [2].

4.2 0-approximate planning with TKF goals

We now briefly discuss 0-approximate planning with TKF goals. For this we first need to define the
transition between a-states due to actions. While the transition remains the same for non-sensing actions
(as defined byb?},), applying a sensing actionto an a-state results in aset of a-stategach of which

can be obtained by simply adding, to the a-state, the fluent literals that may turn out to be true as a result
of this sensing action.

Now when we evaluate (during planning time) a possible plan consisting of sensing actions and condi-
tional statements against an a-state we obtain multiple trajectories of a-states. TKF goals now need to be
evaluated with respect to these trajectories. The evaluation is very similar to the one in Section 3.4. Note
that even nowK f is 2-valued. Iff is true thenK f is true, but iff is false or unknown thek f is false.

We now define 0-approximate plan w.r.t. TKF goals, and show the soundness of this notion.

We say that a possible conditional plan is a 0-approximate plan W.far the TKF goalf, if f is true
w.r.t. all pairs(s, o), wheres is the initial a-state corresponding 19, ando is a trajectory obtained
when evaluating® with respect tcs.

Theorem 4.2 (Soundness of 0-approximate planningl.et D be a domain description, an@ be an
TKF goal. If P is a 0-approximate plan w.r.D for the goalG then it is also a plan from w.r.iD for the
goalG. a

Proof: (sketch) The proof is similar to the proofs of Propositions 4, 5 and 6 of [19].

As before the results related to complexity of planning are the same as they are in [2] even if we consider
TKF goals. Here we present one such result.

Theorem 4.3 For a given positive integér, with incomplete information about the initial state and with
k-limited sensing actions checking the existence bftaounded 0-approximate plan is NP-complete.

Proof: Straightforward extension of the proof of Theorem 7 in [2].
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5 Planning with CTL and CTL * goals: complexity and approximation
studies

5.1 Goal representation using branching time temporal logic

In Section 2.2 we discussed specifying planning goals using an LTL with future operators, and cited
earlier work on this. In this section we consider use of a branching temporal logic in specifying planning
goals that can not be specified using LTLs. The necessity of branching time operators arises when we
want to specify conditions on other pattstarting from the states in the main path that the agent’s plan
suggests. For example, a robot going from positibto position B may be required to take a path so

that from any point in the path there is a charging station within two steps. Note that these two steps do
not have to be in the path of the robot. This goal can not be expressed using LTLs. We propose to use
the branching time logic CTLfor this purpose. We now give the syntax and semantics for'Ga].

There are two kinds of formulas in CTLstate formulas and path formulas. Normally state formulas are
properties of states while path formulas are properties of paths. The syntax of state and path formulas
is as follows. Let(p) denote an atomic propositiofsf) denote state formulas, argf) denote path
formulas.

(8f) == (p) [ (s/Y AN(sf) [ (sf) V(sf) [ ~(sf) | E(pf) | Alpf)
(f) == (sf) [ (pf) U pf) [ =f) | (pf) Apf) | (pf) vV (pf) | Opf) | Spf) | Bpf)

The new symbol#\ andE are the branching time operators meaning ‘for all paths’ and ‘there exists a
path’ respectively. As the qualification ‘branching time’ suggests, specification in the branching time
logic CTL* are evaluated with respect to the branching structure of the time. The term ‘path’ in the
meaning ofA andE refers to a path in the branching structure of time. The branching structure is
specified by a transition relatioR between states of the world. Intuitivelg(s1, s2) means that the
state of the world can change fromto s, in one step. Given a transition relatiéhand a state, a path

in R starting froms is a sequence of stateg, si, ... such thatsy = s, andR(s;, s;+1) is true.

When planning in an environment where our agent is the only one that can make changes to the world,
R(s1, s2) Is true if there exists an agent’s actiarsuch thatsy = ®(s1,a). If there are external agents
other than our agent theR(s1, s2) is true if there exists an action (by some agenfuch thatsy =
®(s1,a). We now give the formal semantics of CTL

Formal semantics: Semantics of CTL formulas are defined depending on whether they are state
formulas or path formulas. The truth of state formulas are defined with respect to(a;p#iy, where

s; is a state and is the transition relation. In the following denotes a propositional formulg;s are
state formulas angdf;s are path formulas.

e (sj,R) E=pif pistrueins;.

° (Sj, R) = sfi ANsfaif (Sj, R) = sf and(sj, R) = sf.

d (SjaR) ): Sfl \ SfQ if (SjaR) ): Sfl or (SjaR) }: SfQ-

3An alternate use of branching time logic in specifying plans goals in presence of actions with non-deterministic effects

has been proposed in [17]. There use of branching time logic is very different from ours. For example, in their formulation
means all possible paths that arise due to the non-determinism of actions.
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b (Sj7R> ): _'Sf if (Sij) l?é Sf'
e (sj,R) = E pf if there exists a path in R starting froms; such that

(Sijva) ):pf

e (sj,R) = Apf iffor all pathso in R starting froms; we have that

(SJ’R’O') =of.

The truth of path formulas are defined with respect to a tripleR, o) whereo given by the sequence
of statessg, s1, .. ., is a path,R is a transition relation anslis a state irv.

e (sj,R,0)=sfif (s,R) =sf.

(sj, R,0) = pfi U pfs iff there existsk > j such thatsy, R, o) = pf. and
foralli,j <i <k, (si,R,0) Epfi-

e (sj,R,0) =-wfiff (sj,R,0) Fpf.

e (s;,R,0) Epfi Apfaiff (sj,R,0) =pfiand(s;, R,0) = pfa.
e (sj,R,0) =pfiVpfiff (sj,R,0) =pfior(s;,R,0) = pf.
e (55,R,0) = Opfiff (sj11,R,0) = pf

o (sj,R,0) = Opfiff (sk, R,0) = pf, forallk > j.

o (sj,R,0) = <pfiff (sg,R,0) = pf, for somek > j.

We now define when a sequence of actiens . ., a,, is a plan with respect to a given initial statand a
goal in CTL*". As in the case of LTL goals in Section 2.2 we use the notion of a trajectory corresponding
tosandag,. .., a,.

We say a sequence of actioas, ..., a, is a plan with respect to the initial statg and a goalG if
(so, R,0) = G, whereo is the trajectory corresponding t§ anday, ..., a,. (Note that a trajectory
corresponding tey anday, . . ., a, — as defined in Section 2.2 —is a path.)

Although state formulas are also path formulas, since the evaluation of state formulas do not take into
account the trajectory suggested by a prospective plan, often the overall goal of a planning problem is
better expressed as a path formula which is not a state formula. Similar to an LTL goal which is just a
propositional formula, a CTLgoal which is a state formula either leads to no plans (if the initial state
together withR does not satisfy the goal) or leads to the plan with no actions (if the initial state together
with R satisfies the goal). But unlike propositional goals in LTL, a state formula in*G3 luseful in
specifying the existence of a plan.

5.2 The branching time temporal logic CTL

CTL is a branching time logic that is a subset of CTdnd has better computational properties than both
LTL and CTL* for certain tasks. Unlike CTL, CTL does not include LTL. Syntactically, a CTL formula
is defined as follows:
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1. Atomic propositions are CTL formulas.

2. If fy andf, are CTL formulas so arefi, f1 A fo, 1V fo, AQO f1, EQ f1, AOf1, EOf, AS f1,
EC f1, A(f1U f2), E(f1U f2).

3. Nothing else is a CTL formula.

It is easy to see that CTL formulas are state formulas and hence can only lead to empty plans or no plans
and hence are not appropriate for specifying planning goals. They are useful in specifying the existence
of a plan though.

We now give several examples of planning goals expressed using CTL and CTL

5.3 Examples of planning goals in CTL and CTL

We start with the story of planning a route from city A to city B. Our planning goal is to find a plan to
travel from A to B. We have several intermediate stopping areas between A and B and some of them have
a utility center with gas, food, etc and are markegbyVe now express several goals that put conditions

on paths fromA to B using CTL and CTE.

1. Suppose our goal is to get to B such that from any where in the path we can get to a state where
p holds in at most two steps. This can be expressed by the following path formula (which is not a
state formula) in CTL.

(p VEOp VEQEQOp)Uat.B

The above is not a CTL formula. Now the condition that such a path exists can be specified by the
following path formula which is also a state formula.

E((» VEOp VEQEQOp)UatB)

The above is a CTL (and hence a CJlformula. If we use the above formula as a goal in our
planning then either we get an empty plan implying that a plan exists, or get no plans when none
exists. Note that in the first case we do not get the plan, but only a confirmation that a plan exists.
This is because our goal is a state formula. But constructive model checkers while verifying the
existence may also return a ‘witness’ which can lead to the plan.

2. Consider the goal of finding a path to home, such that from every point in the path there is a path
to a telephone booth. This can be expressed by the following path formula (which is not a state
formula) in CTL".

(EC has_telephone_booth) U at_home

The above is not a CTL formula. But the existence of such a plan expressed as
E((EC has_telephone_booth) U at_home) is a CTL formula.

3. Consider the goal of finding a path that travels through ports until a port is reached from where
there are paths to a fort and a hill. This can be expressed by the following path formula (which is
not a state formula) in CTL

is_a_port U (is_a_port \ (EO has_fort) A (EO has_hill))
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The above is not a CTL formula. But the existence of such a plan expressed as
E(is_a_port U (is_a_port A (EC has_fort) A (EO has_hill))) is a CTL formula.

. Consider the goal of finding a path to a place with a hotel such that from any point in the path there
is a path to a garage, until we reach a shopping center from where there is a path to the hotel. This
can be expressed by the following path formula (which is not a state formula) in.CTL

((EC has_garage) U (shopping_center A & has_hotel)) A O has_hotel
The above is not a CTL formula.

. Consider specifying the goal of a robot to reach a state satisfying the prépsroh that the states
on the path are obstacle free and at least one immediate successor state has a power socket. This
can be expressed by the following path formula (which is not a state formula) ifn.CTL

(obstacle_free A (E O has_power_socket)) U h

The above is not a CTL formula. But the existence of such a plan expresee@as acle_free A
(E O has_power_socket)) U h) is a CTL formula.

. Suppose we would like to change the last specification such that the agent has to make sure that
all (instead of at least one) immediate successor state has a power socket. This can be expressed
as follows:

(obstacle_free A (A O has_power_socket)) U h

The above is not a CTL formula. But the existence of such a plan expresBe@as acle_free A
(A O has_power_socket)) U h) is a CTL formula.

. Consider a robot that has to reach a goal state (having the prdpelbiyt on the way it has to
‘maintain’ a propertyp. Earlier in Section 2.2 we mentioned that this can be expressed in LTL as:

OSpUh

Now suppose we are in a domain with other agents which can randomly execute an action in
between the actions of our agent and we also assume that any action that can be executed by the
other agents, an action with the same transition can also be executed by our agent. In this case we
want to be extra careful in maintainipgand consider the other agent’s actions. For that we would

like to put a condition on states that are one transition away from the planned path, as these states
can be reached because of the other agent’s actions. The condition we want to put is that from
those states our agent can correct itself (if necessary) by executing an action to reach a state where
pis true. This can no longer be specified in LTL. In CTihis can be expressed as follows:

A(O(=p = E(Op))) U h

which is equivalent to

A(O(pVE(Op))) Uh

Suppose we don't need to reach a state satisfyjirmt we want our robot to wander around
through states that satisfy the other above mentioned properties. In that case the specification will
be:

D(A(O(p v E(Op))))

Note that the specificatioA(O(p vV E(Op))) is not right as it is a state formula and as explained
earlier either has no plans or a plan with empty action. It will not result in any plans leading to
wandering.
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5.4 Complexity of the planning problem with goals expressible in Branching Temporal
Logic

Theorem 5.1 For goals expressible in Branching Temporal Logics CTL andCTre planning problem
is PSPACEhard. a

Proof of Theorem 5.1. This proof follows the same logic as proofs BEPACE-hardness of other
planning problems; see, e.g., [12] and [2].

To prove that the planning problem (with CTL and CTgoals) isPSPACE-hard, we will show that we
can reduce, to the planning problem, a problem known tB®RACE-complete: namely, the problem of
checking, for a given propositional formufawith the variables:y, ..., 2y, Tm+1, - - . , Tn, the validity

of the formulaF of the typedzVzo3dzsVry ... F. This reduction will be done as follows. Consider
the planning problem with two actions™ anda™—, and2n + 1 fluentszy, ..., z,, to, t1,. .., t,. These
actions and fluents have the following meaning:

e the meaning of; is that we are at moment of timeg
¢ the actionn™, when applied at moment_;, makesi-th variablex; true;

¢ the actiona—, when applied at moment_;, makes-th variablez; false.
The corresponding initial conditions are:

e initially —z; (for all ¢);

e initially to; initially —¢; (for all i > 0).
The effect of actions if described by the following rules (effect propositions):

e fori=1,2,...,n,therules

_l’_

a™ causes x; if t;_1; a~ causes —x; if t;_1;

describe how we assign values to the variablgs

e fori =1,2,...,n,therules

a™ causes t; if t;_1; a~ causest;if t;_1;

+

a™ causes —t; 1 if t;_1; a” causes —t; 1 if t;_1;

describe the update of the time fluents

The corresponding goal is designed as follows:

We replace in the above quantified propositional formijaach existential quantifietz; by EX, each
universal quantifievz; by AX; let us denote the result of this replacementiy

For example, for a formuldz, Va2 F', this construction leads to the following go&X(AX(F)) This
reduction leads to a linear increase in length, so this reduction is polynomial-time.
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To complete the proof, we must show that this is a “valid” reduction, i.e., that the resulting planning
problem is solvable if and only if the original quantified propositional formula is true.

Let us now show that the validity of the formuld at the moment = 0 is indeed equivalent to the
validity of the above quantified propositional formula. We will prove this equivalence by induction over
the total number of variables

Induction base:Forn = 0, we have no variables; at all, soF is either identically true or identically
false. In this casel” simply coincides withF, so they are, of course, equivalent.

Induction steplet us assume that we have proven the desired equivalence for all quantified propositional
formulas withn — 1 variables; let us prove it for quantified propositional formulas witvariables.

Indeed, let a quantified propositional formufaof the above type be given. There are two possibilities
for the first variabler; of this formula:

e it may be under the existential quantifiet;; or

¢ it may be under the universal quantifiét; .

1°. In the first case, the formul®& has the forndz, G, where for each+, G is a quantified propositional
formula withn — 1 variableszs, . .., z,. According to our construction, the CTL formuld has the
form E(OG’), whereG’ is the result of applying this same construction to the forngula

To show thatF” is indeed equivalent t@", we will first show thatF” implies F, and then tha# implies
F'.

1.1°. Let us first show thaF” implies F.

Indeed, by definition of the operaté&; if the formulaF’ = E((OG’) holds at the moment = 0 this
means that there exists a path for which, at momen0, the formula)G’ is true.

By definition of the operatof) (“next”), the fact that the formul@)G’ is true at the moment = 0
means that the formul@’ is true at the next moment of tinte= 1.

By the timet = 1, we have applied exactly one action which madeeither true or false, after which
the value of this variable; does not change. Let us select the vatyeas "true” or “false” depending
on which value was selected along this path.

The moment; can be viewed as a starting point for the planning problem corresponding to the remaining
formulag. By induction assumption, the validity 6¥ at this new starting moment is equivalent to the
validity of the quantified propositional formuld. Thus, the formula; is true for this particulat,

hence the original formul& = 3z, is also true. Sof” indeed impliesF.

1.2°. Let us now show tha¥ implies F”.

Indeed, ifF = 3z, G is true, this means that there exists a vatydor which G is true. By the induction
assumption, this means that for this samethe goal formula?’ is also true at the new starting moment
t = 1. Thus, for any path which starts with selecting this the formulaQ)G’ is true at the previous
momentt = 0. Since this formula is true f@omepath, by definition of the operat@, it means that the
formulaE(OG) is true at the moment= 0, and this formula is exactly”.
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Thus,F does implyF”, and hencer and F’ are equivalent.
2°. The second case, when is under the universal quantifigr:;, can be handled similarly.
The induction step is proven, and thus, by induction, the equivalence holds for all

Thus, the reduction is valid, and the planning problem with respect to CTL-goals is iRBRACE
hard. Since CTL is a subset of CTthe planning problem with respect to CFgoals is alsd®SPACE-
hard. O

In general the planning problem with respect to CTL and Ggbals are noPSPACE-complete, as they

are not inPSPACE. This is because, although we limit our plan lengths to be polynomial, the semantics
of A andE does not assume that the paths are of polynomial length. If we restrict the mearegof

E to be ‘for all polynomial length paths’ and ‘there exists a polynomial length paths’ then the planning
problem with respect to such goals is indé&PACE-complete. In the following we argue this.

By definition, the clas$SPACE is formed by problems which can be solved by a polynomsfaee
algorithm. Recall that this class can be equivalently reformulated as a class of problems for which the
checked formulaP(w) can be represented &s;Jus ... P(uy,us,...,u;, w), where the number of
quantifiersk is bounded by a polynomial of the length of the inpBtu, . .., ux, w) is a polynomially
verifiable property, and alk quantifiers run over words of polynomial length (i.e., of length limited

by some given polynomial of the length of the input). In view of this result, it is easy to see that for
CTL*-goals with the restricted meaning AfandE, the planning problem belongs to the cl&SPACE
Indeed, all the operators of CTIcan be then described by quantifiers over words of polynomial length,
namely, either over paths (for operatérandE) or over moments of time (for LTL operators). A plan is

also a word of polynomial length. Thus, the existence of a plan which satisfies a givérgo@lLcan be
described by a polynomial size sequence of quantifiers running over words of polynomial length. Thus,
for CTL*-goals, with the restricted meaning AfandE, the planning problem does belongR&PACE

Since CTL-goals are subset of CT-goals the same is true for CTL-goals.

For the Branching Temporal Logic, not only planning, but even plan checking is difficult:

Theorem 5.2 For goals expressible in Branching Temporal Logics CTL and ‘CThe plan checking
problem isPSPACE-hard. O

Proof of Theorem 5.2.Similarly to the proof of Theorem 5.1 we need to prove is the desired reduction.
From the proof of Theorem 5.1, one can see that the exact same reduction will work here as well,
because in this reduction, the equivalence betw€eand F’ did not depend on any action plan at all.

The equivalence used in the proof of Theorem 5.1 is based on the analysissibletrajectories and

does not use the actual trajectory at all.

Thus, we can pick any action plan (e.g., a sequence consistingctionsa™), and the desired equiva-
lence will still hold. O

5.5 Complexity of the planning problem with goals expressible in a limited variant of
Branching Temporal Logic

Theorems 5.1 and 5.2 mean that allowing temporal goals from CTL and €di.drastically increase
the computational complexity of planning. These results, however, do not necessarily mean that planning
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under safety and maintainability conditions is necessarily very complex. Many such conditions can be
expressed in a variant of the above language, a variant for which the planning problem is much simpler
than for CTL*.

The main idea behind this variant is that in many maintainability conditions, we do not need to consider
all possible paths, it is sufficient to consider paths which differ from the actual one by no more than one
(or, in general, by no more thdr) states. In this case, the planning problem becomes much simpler.

Let us first define what it means for two paths to differ in no more thatates. In other words, let us
define a notion of “distance” between the two paths. A path is a particular case of a trajectory — which
was defined as an infinite sequence of stages, . . . To make things simpler, let us therefore define the
distance between arbitrary trajectorieando’.

A natural way to define such a distance is as follows: First, we defirdéemmentary transformatioas a
transformation that changes a single state. We will consider three types of elementary transformations:

¢ atransformatior; ; that replaces-th state in the original trajectory by a state
T,6(505 815+« 5 Sim15Sis Sit1s---) = (80,815« Si—1,5, Sitl,---);
e a transformatior‘f;fS that adds a stateafter thei-th state in the original trajectory:
1};(30, S1yenvySilsSiySitly---) = (80,8155 8im1,8i, S, Sit1y---);
¢ atransformatior?; that deletes théth state in the original trajectory:
T (805815 -5 Sim1sSis Sitls---) = (S05815- - Sim1,Sitly---)

We can then define distancebetween the trajectories andcs’ as the smallest number of elementary
transformations that transform into ¢’. In other words, we say that' is k-closeto o if ¢’ can be
obtained from by applying no more thah transformations.

It is worth mentioning that this definition is similar to the definition of a distance between the DNA
sequences in bioinformatics; see, e.g., [16].

The original branching time operatoEsand A — ‘there exists a path’ and ‘for all paths” — do not take

into consideration how close the corresponding paths are to the original path. Instead of these operators,
we can consider, for each natural numbethe restricted versioris, and A, that only consider paths

which arek-close to the original path. The formal semantics of these new operators is as follows. For
every pathr = (so, ..., sj,5j+1, - - -), and for everyj, by o; we denote the remaining path, i.e., the path

o; = (Sj, Sj+1, .- ) Now:

e (sj,R,0) = E; pf if there exists a path’ in R starting froms; that is
k-close too; and for which(s;, R, o") | pf.

e (sj,R,0) = A pf iffor all pathso’ in R starting froms; which are
k-close too|;, we have thats;, R, o’) = pf.
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(Crudely speaking, the original operat&@sndA can be interpreted, in these terms, as the oper&tgrs
andA., corresponding to infinite distande= oco.)

Please note that there is also a syntactic difference between the original branching time operators and
their restricted versions:

e The original operatork andA do not use the original path. Therefore, the redtdisf) andA(pf)
of applying these operators to a path form{jlg) are state formulas.

¢ In contrast, the restricted versioBgs andA;. of these operators do use the original path. Therefore,
the truth value of the resulting formul&s (pf) andA(pf) may depend on the original path
Hence, the expressiols (pf) andAy(pf) are path formulas.

Let us give an example of a natural planning statement that can be expressed in terms of these operators.
Suppose that we plan a road trip on an old car, and we are concerned that the car may start leaking oil
(as it used to do in the past). We therefore want to plan a trip in such a way that we are always at most
one step away from a repair shop. To be more precise, we want to be sure that at anyatatg the

path, if necessary, we can, instead of going to the nextsstgp first go to a place where there is a repair

shop, and then continue on{g, ;.

In general, such a repair would mean a 1-step delay. However, in some cases, it may be possible to do a
repair without a delay. In such cases, we simply replace the original nextstatby a new state (with
repairs) and then go on to the scheduled next state

It may be also possible, in case of emergency, to get a permission to go faster; in this case,swe skip
go directly to the next state;, » and do repairs there.

Let us describe this planning problem in more formal terms. jLdenote the property “has a repair
shop”. We want the path = (so, 51, .. .) to be such that for every state on this path, if this state does

not have a repair shop (i.e. jifis false at this state), then it should be possible to add a “detour”State
— for whichp is true — into this path, or skip the state. The resulting path will be one of the following:

e o' =(s0,51,...,55,5,8j+1,...) — the result of inserting an additional state into the original path
o,

e o' =(s0,51,...,55,8,Sj+2,...) —the result of replacing the statg,; by a new state’;

e o' = (s0,51,...,585,8j+2,...) — the result of deleting the state,; from the original pattw.

In all three casesy’ is obtained fronv by a single elementary transformation,®ds 1-close tas. In
other words, our requirement means thati i§ false, then in some 1-close pathshould be true in the
next moment of time. Formally, this implication can be describedas> E;(Op), or, equivalently, as
pVE;1(Op). This property must hold for all the states until we reach the go8b, the final formalization
of the above requirement is:

(p vV E1(Op))Ug

For this variant, the planning problem is not as complex as for the original language Gideed, let
us denote by'T"L} a variant of CTL in which, instead of the original operatdtsandA, we only allow
operator€, andA,, corresponding to different distancks
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Let K > 0 be a positive integer. We say that an expression in this languagdimited if the sum of
all the distances corresponding to its operatyrandA; does not exceedk. For example, the above
expressior{p VV E; (Op))Ug is 1-limited.

Theorem 5.3 Let K > 0 be an integer. FoK-limited goals expressible in Branching Temporal Logic
CTL;}, the planning problem isIP-complete. O

Theorem 5.4 Let K > 0 be an integer. FoK-limited goals expressible in Branching Temporal Logic
CTL;, the plan checking problem is polynomial. a

Proof of Theorems 5.3 and 5.4 Each operatoE, andA; deals only with paths which areclose to
the original pathr. If we have a composition of such operators, €3.A;, then we must consider paths
which arek-close to the paths which aleclose to the original path. Due to triangle inequality, the
distance between each considered path and the originabpathnot exceed + [. In other words, for
such a composite statement, it is sufficient to consider paths whidlk aré)-close to the original path
g.

Similarly, in general, for an arbitrary formula from CJLit is sufficient to consider only paths whose
distance from the original pathdoes not exceed the sum of all the distaricesrresponding to different
operatorsE, andAg. In other words, for &-limited goal, it is sufficient to consider only paths which
are K-close to the original path. We will show that there is a polynomial number of such paths and
therefore, we can simply enumerate all of them.

Let us first count the number of paths which are 1-close to the originabpath, which can be obtained
from o by a single elementary transformation. llebe a duration of the path before it reaches the final
goal, and letd be the total number of possible actions. For eacl statess; on the path, we have the
following paths:

e We have at most one paffj (o) obtained by deleting the statg. We say “at most one”, not
“one” because it is possible that the resulting trajeciryo) = (so, ..., si—1, Si+1,...) isnota
path, i.e., that no action can lead us frem; directly tos; .

e We have pathg; ;(o0) = (so,...,S-1,5, Si+1, . . .) Obtained by replacing the state by a new
states. Each such path corresponds to a different aciiapplied to the state; ;. Therefore, the
total number of such paths cannot exceed the total numlmémpossible actions.

e We also have path*fi;(a) = (s0,-..,S8i-1,5,S,Si+1,...) Obtained by inserting a new state
s after the states;. Each such path corresponds to a different acticapplied to the stats;.
Therefore, the total number of such paths cannot exceed the total nunaf@ossible actions.

Adding up these numbers, we conclude that there are no moré thanht+ A = 2A + 1 paths which
differ from o in the states;. We have< (2A + 1) such paths for each @f states, so the total number of
1-close paths does not exceEd(2A + 1). In other words, the total number of 1-close path@{d- A).

Similarly, there exist no more tha@d((T - A)?) paths which are 2-close to the original path, no more
thanO((T - A)?) paths which are 3-close to the original path, etc. In general, whatever nuihier

fix, there is only a polynomial numbe®(T - A)X) of possible paths which at&-close to the original
path.
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Therefore, for fixedK, we can explicitly describe the new operat@is and A, by enumerating all

such possible paths. Thus, similarly to the proof of Theorems 3.1 and 3.2, we can conclude that for
planning with K -limited goals, plan checking is polynomial and the corresponding planning problem is
NP-complete. O

6 Conclusions

In this paper we discussed the usefulness of temporal logics in expressing planning goals and precisely
defined what it means for a sequence of actions or a conditional plan structure to be a plan with respect
to such planning goals. We then analyzed the complexity of planning with respect to goals represented
using these logics. We considered three such logics: linear temporal logic with future operators (LTL); a
knowledge-temporal logic; and the branching time temporal logic'CTL

In case of LTL goals we considered two cases: when the knowledge about the initial state is complete
and when it is incomplete. In both cases we conclude that the use of linear temporal opwatrs

not increase the complexity over the case when linear temporal operators are not used. Also, as in the
case of planning with simple propositional (non-temporal) goals, the complexity of planning with LTL
goals increases by one level when we abandon the assumption that the knowledge about initial state is
complete and do conformant planning. We show how to bring down the complexity by considering an
approximate notion which we show to be sound.

When planning with respect to goals expressed as knowledge-temporal formulas we conclude that the
complexity is due to the knowledge aspect and not due to the temporal aspects. Thus the complexity
remains the same as in the case of planning with knowledge goals and incompleteness (about the initial
state).

When we allow goals which refer footentialfuture, necessitating the use of branching time temporal
operators, the planning problem becomes drastically more complicated. This suggests that we should be
very cautious about such more general goals. We identify a particular variant of such goals, which we
refer to asK -limited goals, for which the complexity of planning reverts back to the case with simple
propositional goals.
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