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Abstract Fuzzy control is based on approximate expert information, so its recom-
mendations are also approximate. However, the traditional fuzzy control algorithms
do not tell us how accurate are these recommendations. In contrast, for the prob-
abilistic uncertainty, there is a natural measure of accuracy: namely, the standard
deviation. In this paper, we show how to extend this idea from the probabilistic to
fuzzy uncertainty and thus, to come up with a reasonable way to gauge the accuracy
of fuzzy control recommendations.

1 Formulation of the Problem

Need to gauge accuracy of fuzzy recommendations. Fuzzy logic (see, e.g., [1, 4,
6]) has been successfully applied to many different application areas.

For example, in control — one of the main applications of fuzzy techniques —
fuzzy techniques enable us to generate the control value appropriate for a given
situation.

A natural question is: with what accuracy do we need to implement this recom-
mendation? In many applications, this is an important question: it is often much
easier to implement the control value approximately, by using a simple approximate
actuator, but maybe a more accurate actuator is needed? To answer this question, we
must have a natural way to gauge the accuracy of the corresponding recommenda-
tions.
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Such gauging is possible for probabilistic uncertainty. In a similar case of proba-
bilistic uncertainty, there is such a natural way to gauge the accuracy; see, e.g., [5].

Namely, probabilistic uncertainty means that instead of the exact value x, we only
know a probability distribution — which can be described, e.g., by the probability
density p(x). In this situation, if we need to select a single value x, a natural idea is
to select, e.g., the mean value X = [x- p(x)dx.

A natural measure of accuracy of this means is the mean square deviation from
the mean, known as the standard deviation:

c ¥ /(x—i)zdx.

What we do in this paper. In this paper, we provide a similar way to gauge the
accuracy of fuzzy recommendations, i.e., a recommendations in which, instead of
using a probability density function p(x), we start with a membership function p(x).

2 Main Idea

How we elicit fuzzy degrees: a brief reminder. To explain our idea, let us recall
how fuzzy degrees ((x) corresponding to different values x are elicited in the first
place.

At first glance, the situation may look straightforward: for each possible value
x of the corresponding quantity, we ask the expert to mark, on a scale from O to
1, his/her degree of confidence that x satisfies the given property. For example, if
we are eliciting the membership function describing smallness, we ask the expert to
specify the degree to which the value x is small.

In some cases, this is all we need. However, in many other cases, we get a non-
normalized membership function, for which the largest value pt(x) is smaller than 1.
Most fuzzy techniques assume that the membership function is normalized. So, after
the elicitation, we sometimes need to perform an additional step to get an easy-to-
process membership function: namely, we normalize the original values U (x) by
dividing them by the largest of the values u(y). Thus, we get the function

() & p(x)

- maxp(y)’

Sometimes, the original fuzzy degrees come from subjective probabilities.
Sometimes, the experts have some subjective probabilities assigned to different val-
ues x. In this case, when asked to indicate their degree of certainty, they may list the
values of the corresponding probability density function p(x).

This function is rarely normalized. After normalizing it, we get the membership
function
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Let us use this idea to gauge the accuracy of fuzzy recommendations. For-
mula (1) assigns, to each probability density function p(x), an appropriate member-
ship function p(x). Vice versa, one can easily see if we know that the membership
function p(x) was obtained by normalizing some probability density function p (x),
then we can uniquely reconstruct this probability density function p(x): namely,
since U (x) = c¢- p(x) for some normalizing constant ¢, we thus have p(x) = C- u(x),

1
for another constant C = —. So, all we need to find the probability density function

C

is to find the coefficient C.
This coefficient can be easily found from the condition that the overall probability
be 1, i.e., that [p(x)dx = 1. Substituting p(x) = C- u(x) into this formula, we

1
conclude that C- x)dx =1, thus C = ————— and therefore,
Jue) Ju(y)dy
1 (x)
x)=C-U(x) = —-—. 2
Pl =C-(x) = o @)

Our idea is then to use the probabilistic formulas corresponding to this artificial
distribution.

This makes sense. Does this make sense? The probabilistic measure of accuracy is
based on the assumption that we use the mean, but don’t we use something else in
fuzzy?

Actually, not really. The mean of the distribution (2) is

_ Jx-px)dx
x= [ pldx T u(x)dx

This is exactly the centroid defuzzification — one of the main ways to transform the
membership function into a single numerical control recommendation.

Since the above idea makes sense, let us use it to gauge the accuracy of the fuzzy
control recommendation.

Resulting recommendation. For a given membership function p(x), in addition to
the result X of its centroid defuzzification, we should also generate, as a measure of
the accuracy of this recommendation, the value ¢ which is defined by the following
formula

.  Ja—xPepdx
62—/(x—x)2~p(x)dx_ P
[x% - u(x)dx B (f)c-u(x)dx)2
T~ \Tutodr )
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3 But What Should We Do in the Interval-Valued Fuzzy Case?

But what do we do for type-2 fuzzy logic? For the above case of type-1 fuzzy
logic, this is just a simple recommendation.

But what do we do if we use a more adequate way to describe uncertainty —
namely, type-2 fuzzy logic? In this paper, we consider the simplest case of type-2
fuzzy logic — the interval-valued fuzzy logic (see, e.g., [2, 3]), where for each pos-
sible value x of the corresponding quantity, we only know the interval [ (x), Ir(x)]
of possible value of degree of confidence pt(x)? N

Challenge. In this case, we have a challenge:

e just like to defizzification, we need to find the range of possible values of X cor-
responding to different functions p(x) from the given interval [2, 3],

e similarly, we need to find the range of possible values of 6> when each value
1 (x) belongs to the corresponding interval.

Analysis of the problem. According to calculus, when the maximum of a function
f(z) on the interval [z,Z] is attained at some point zo € [z,Z], then we have one of the
three possible cases:

. . d o
e we can have z € (z,Z), in which case d—f = 0 at this point z;
z

df

e we can have zg = z, in this case, we must have 1 < 0 at this point (otherwise,
Z

the function would increase even further when z increases, and so there would no
maximum at z), or

af

e we can have zg = 7, in which case T > 0.
z

Similarly, when the minimum of a function f(z) on the interval [z,Z] is attained at
some point zy € [z,Z], then we have one of the three possible cases:

. . d L
e we can have 79 € (z,Z), in which case d—f = 0 at this point z;
z
. df . .
e we can have zp = z, in this case, we must have T > 0 at this point, or
Z
_ . . df
e we can have zg = 7, in which case T <0.

Z

Let us apply this general idea to the dependence of the expression (3) on each value

1(a).
Here, taking into account that for [ u(x)dx~ Y p(x;)-Ax;, we get

I(fux)dx) _ ,  9([x-p(x)dx)
d(k(a)) - d(u(a)

=a-Axand
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Now, by using the usual rules for differentiating the ratio, for the composition, and
for the square, we conclude that:

where we denoted

df @ _fxz-/.t(x)dx_ . a _ Jxou(x)dx
S(a)_fu@c)dx (f (x) dx)? (fu(x)dx (fu(x)dx>2>' )

We are only interested in the sign of the derivative, so we can as well consider the
d(c?)
I (u(a))’

Similar, the sign of the expression S(a) is the same as the sign of the expression
s(a) def S(a) - [ u(y)dy which has a simpler form

sign of the expression S(a) instead of the sign of the desired derivative

s(a) =a* — ((X)*+06%) —2-X-(a—X).

If we know the roots x < X of this quadratic expression, we can conclude that this
quadratic expression s(a) is:

e positive when a < x and
e negative when a > X.

Here, the value a = X is between x and X, since for this value a, we have
-\ _ 2
5(X) =—0" <0.

Thus, in accordance with the above fact from calculus:

e when a < x or a > X, then to find the upper bound for 6%, we must take i (a) =
(a) and to find the lower bound, we must take pi(a) = p(a);

e when x < a < a, then, vice versa, we need to take pi(a) = y(a) to find the upper
bound for 6 and we must take t(a) = [(a) to find the lower bound.

This mathematical conclusion makes perfect sense: to get the largest standard de-
viation, we must concentrate the distribution as much as possible on values outside
the mean, and to get the smallest possible standard deviation, we concentrate it as
much as possible on values close to the mean.

Thus, we arrive at the following algorithm.

Resulting algorithm. For all possible values x < X, we use the formula (3) to com-
pute the values 6>(u~) and o?(u™) for the following two functions g~ (x) and
B (x):

(x) whenx < xorx>Xx,and u*(x) =

o (x) when x < x <X
e U (x)=p(x) whenx <xorx>X, and 4~ (x) =

(x) when x < x < X.
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as the upper bound for 62, we take the maximum of the values o(u™) corre-
sponding to different pairs x < X, and

as the lower bound for 62, we take the minimum of the values (™) corre-
sponding to different pairs x < X.
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