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Abstract. The paper proposes a new class of fuzzy set similarity measures taking 
into account the proximity of membership values to the border values 0 and 1. 
These similarity measures take values in [0,1] and generalize the crisp weak 
equality relation of fuzzy sets considered in the theory of fuzzy sets. The method 
of construction of a contrast similarity measure using a bipolar function symmet-
ric with respect to 0.5 is presented. The similarity measure defined by the contrast 
intensification operation considered by Lotfi Zadeh is discussed.  
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1 Introduction 

Similarity and distance measures between membership values and between fuzzy 
sets considered in many works. References on some of them can be found in the fol-
lowing recent papers [6,10]. Usually, for discrete fuzzy sets, similarity measures are 
based on adaptation of Euclidean or Manhattan distances applied to membership func-
tions, on generalization of symmetric difference of sets or on Jaccard similarity, etc 
[6,10]. Usually these measures compare the membership values of elements of fuzzy 
sets but they do not depend on the proximity of membership values to 0 and 1. But this 
information can be important due to the following reasons. The membership function 
was introduced by Lotfi Zadeh [11] as a generalization of the characteristic function of 
a set taking the value 1 for the elements that belong to the set and the value 0 for the 
elements that do not belong to the set. For this reason, the proximity of membership 
values of elements of fuzzy sets to 1 or 0 can characterize to what certainty the element 
of fuzzy set “possesses” or “not possesses” the property modelled by the fuzzy set. In 
this case the similarity between two membership values can depend not only on differ-
ence between them but also on their proximity to 1 or 0.  The similar considerations 
were used in the definition of the non-probabilistic entropy of fuzzy set [7] as a measure 
of uncertainty that decrease when the membership values of fuzzy set approaching 1 or 
0. The crucial point in bipolar interpretation of fuzzy set is the number 0.5. In [8], it 
was considered the weak equality of fuzzy sets that is fulfilled for two fuzzy sets A and 
B if and only if for all elements x of X it is fulfilled: both membership values 𝐴𝐴(𝑥𝑥) and 
𝐵𝐵(𝑥𝑥) are either greater than or equal to 0.5 or both smaller than or equal to 0.5. Another 
example gives the operation of contrast intensification of fuzzy sets [13] that makes the 
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fuzzy set more contrast as result of increasing or decreasing its membership values if 
they are greater or smaller than 0.5, respectively.  

This papers paper proposes a new class of (dis)similarity measures between fuzzy 
sets taking into account the proximity of membership values to the border values 1 and 
0. These similarity measures take values in [0,1] and generalize the crisp weak equality 
relation of fuzzy sets. Because one of these similarity and dissimilarity measures is 
based on the operation of contrast intensification of fuzzy sets such measures are called 
here as “contrast” (dis)similarity measures. More generally, the method of construction 
of a contrast similarity measure using a bipolar function symmetric with respect to 0.5 
is considered. 

2 Basic Definitions 

A fuzzy subset A of the set X is defined as a function 𝐴𝐴:𝑋𝑋 → [0,1] such that for any x 
in X the value 𝐴𝐴(𝑥𝑥) belongs to the interval [0,1] and denotes a degree of membership 
of x in the fuzzy set A. If X is a finite set with n elements, its elements will be denoted 
also as 𝑥𝑥𝑖𝑖, i= 1, …, n. In this case: 𝑋𝑋 = {𝑥𝑥1, … , 𝑥𝑥𝑛𝑛}, and 𝐴𝐴(𝑥𝑥𝑖𝑖), 𝑖𝑖 = 1, … ,𝑛𝑛, are mem-
bership values of the elements of X in the fuzzy set A. The membership values 𝐴𝐴(𝑥𝑥𝑖𝑖) in 
[0,1] will de denoted also as a,b,c.  

Denote Ω the set of all fuzzy sets on X. As in [4], a measure of similarity between 
fuzzy sets is defined as a similarity function 𝑆𝑆:Ω × Ω → [0,1] satisfying for all fuzzy 
sets A and B in Ω the properties of symmetry: 

 𝑆𝑆(𝐴𝐴,𝐵𝐵) = 𝑆𝑆(𝐵𝐵,𝐴𝐴),  

and reflexivity: 

 𝑆𝑆(𝐴𝐴,𝐴𝐴) = 1.  

The definition of a similarity function coincides with the definition of a fuzzy (val-
ued) proximity relation [12, 1, 9] and the properties of valued proximity relations can 
be extended also on similarity functions [4]. Generally, similarity functions have deep 
relationship with correlation functions (association measures) taking values in interval 
[-1,1], and similarity functions satisfying some additional properties can be used for 
constructing correlation functions [2,4,5].  

Dually to the similarity function it is defined a dissimilarity function as a function 
𝐷𝐷:Ω × Ω → [0,1] satisfying for all fuzzy sets A and B in Ω the properties of symmetry: 

 𝐷𝐷(𝐴𝐴,𝐵𝐵) = 𝐷𝐷(𝐵𝐵,𝐴𝐴),  

and irreflexivity: 

 𝐷𝐷(𝐴𝐴,𝐴𝐴) = 0.  

A similarity function S and a dissimilarity function D are called complementary if 
for all fuzzy sets A and B in Ω it is fulfilled: 
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 𝑆𝑆(𝐴𝐴,𝐵𝐵) + 𝐷𝐷(𝐴𝐴,𝐵𝐵) = 1. 

Hence, if we define one of these functions then its complementary function can be ob-
tained using one of these equations: 

 𝐷𝐷(𝐴𝐴,𝐵𝐵) = 1 − 𝑆𝑆(𝐴𝐴,𝐵𝐵),  𝑆𝑆(𝐴𝐴,𝐵𝐵) = 1 − 𝐷𝐷(𝐴𝐴,𝐵𝐵). 

Using negation [11] defined for all a in [0,1] by 𝑁𝑁(𝑎𝑎) = 1 − 𝑎𝑎, we obtain for comple-
mentary similarity and dissimilarity functions: 𝐷𝐷(𝐴𝐴,𝐵𝐵) = 𝑁𝑁�𝑆𝑆(𝐴𝐴,𝐵𝐵)�, and 𝑆𝑆(𝐴𝐴,𝐵𝐵) =
𝑁𝑁�𝐷𝐷(𝐴𝐴,𝐵𝐵)�. If we will consider S and D as fuzzy (valued) relations then D will be the 
complement of S and vice versa. Generally, similarity and dissimilarity functions will 
be called (dis)similarity functions or resemblance functions [4].  

The negation N on the set of membership values [0,1] defines the fuzzy complement 
𝐴̅𝐴 of a fuzzy set A for all elements x in X as follows:  

 𝐴̅𝐴(𝑥𝑥) = 𝑁𝑁�𝐴𝐴(𝑥𝑥)� = 1 − 𝐴𝐴(𝑥𝑥).  

Resemblance functions will be called co-symmetric [4] if for all fuzzy sets A and B 
in Ω it is fulfilled, respectively: 

 𝑆𝑆(𝐴̅𝐴,𝐵𝐵�) =  𝑆𝑆(𝐴𝐴,𝐵𝐵),      𝐷𝐷(𝐴̅𝐴,𝐵𝐵�) =  𝐷𝐷(𝐴𝐴,𝐵𝐵).  

Similarity S and dissimilarity D functions defined on the set Ω of all fuzzy subsets 
of the set X will be constructed using, respectively, similarity functions 𝑠𝑠: [0,1] ×
[0,1] → [0,1], and dissimilarity functions 𝑑𝑑: [0,1] × [0,1] → [0,1], defined on the set 
of membership values [0,1], as follows:  

 𝑆𝑆(𝐴𝐴,𝐵𝐵) = 1
𝑛𝑛
∑ 𝑠𝑠�𝐴𝐴(𝑥𝑥𝑖𝑖),𝐵𝐵(𝑥𝑥𝑖𝑖)�𝑛𝑛
𝑖𝑖=1 ,      𝐷𝐷(𝐴𝐴,𝐵𝐵) = 1

𝑛𝑛
∑ 𝑑𝑑�𝐴𝐴(𝑥𝑥𝑖𝑖),𝐵𝐵(𝑥𝑥𝑖𝑖)�𝑛𝑛
𝑖𝑖=1 . (1) 

It is clear that if s and d are symmetric, reflexive or irreflexive then for S and D the 
corresponding properties also fulfilled. It is clear also that if s and d are co-symmetric, 
i.e. the following is fulfilled for all a, b in [0,1]: 

 𝑠𝑠(1 − 𝑎𝑎, 1 − 𝑏𝑏) = 𝑠𝑠(𝑎𝑎, 𝑏𝑏),      𝑑𝑑(1 − 𝑎𝑎, 1 − 𝑏𝑏) = 𝑑𝑑(𝑎𝑎, 𝑏𝑏), 

then the functions S and D in (1) also will be co-symmetric.  

3 Constructing Contrast Fuzzy Set Similarity Measure 

Consider the methods of constructing contrast (dis)similarity measures between fuzzy 
sets that takes into account a proximity of membership values to the values 0 and 1. 

Here is the simplest contrast dissimilarity function and its complementary similarity 
function on [0,1]: 

 𝑑𝑑1(𝑎𝑎, 𝑏𝑏) = �1,   if 𝑎𝑎 < 0.5 < 𝑏𝑏
0,         𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒,         𝑠𝑠1(𝑎𝑎, 𝑏𝑏) = �0,   if 𝑎𝑎 < 0.5 < 𝑏𝑏

1,         𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒.  (2) 
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The similarity function 𝑠𝑠1 defines by (1) the corresponding similarity function between 
two fuzzy sets A and B: 

 𝑆𝑆1(𝐴𝐴,𝐵𝐵) = 1
𝑛𝑛
∑ 𝑠𝑠1�𝐴𝐴(𝑥𝑥𝑖𝑖),𝐵𝐵(𝑥𝑥𝑖𝑖)�𝑛𝑛
𝑖𝑖=1 . 

This similarity function related with a weak equality considered in [8] as follows. The 
weak equality is fulfilled for two fuzzy sets A and B if and only if 𝑆𝑆1(𝐴𝐴,𝐵𝐵) = 1, i.e. 
when for all elements x of X both membership values 𝐴𝐴(𝑥𝑥) and 𝐵𝐵(𝑥𝑥) are either greater 
than or equal to 0.5 or both smaller than or equal to 0.5. 

Below there is a modification of the dissimilarity function (2):  

 𝑑𝑑2(𝑎𝑎, 𝑏𝑏) = �
0,    if (𝑎𝑎, 𝑏𝑏 < 0.5) or (0.5 < 𝑎𝑎, 𝑏𝑏) or (𝑎𝑎 = 𝑏𝑏 = 0.5) 
0.5,                         if 𝑎𝑎 ≠ 𝑏𝑏 and  (𝑎𝑎 = 0.5 or 𝑏𝑏 = 0.5) 
1,                                                                if 𝑎𝑎 < 0.5 < 𝑏𝑏

 . (3) 

This definition reflects the situation of uncertainty appearing for dissimilarity function 
(2) when one of two numbers a,b equals to 0.5 and another not, for example when 𝑎𝑎 =
0.5 and 𝑏𝑏 > 0.5. Suppose for two fuzzy sets A and B we have for some element x in X: 
𝐴𝐴(𝑥𝑥) = 𝑎𝑎 = 0.5 and 𝐵𝐵(𝑥𝑥) = 𝑏𝑏 > 0.5. In we interpret this situation as bipolar with “x 
rather belongs to A” and “x rather belongs to B” then 𝑑𝑑1�𝐴𝐴(𝑥𝑥),𝐵𝐵(𝑥𝑥)� =
0,  𝑠𝑠1�𝐴𝐴(𝑥𝑥),𝐵𝐵(𝑥𝑥)� = 1. The opposite interpretation of 𝐴𝐴(𝑥𝑥) = 𝑎𝑎 = 0.5 as “x rather do 
not belong to A” will give 𝑑𝑑1�𝐴𝐴(𝑥𝑥),𝐵𝐵(𝑥𝑥)� = 1,  𝑠𝑠1�𝐴𝐴(𝑥𝑥),𝐵𝐵(𝑥𝑥)� = 0. The dissimilarity 
function (3) tries to correct such ambiguity of dissimilarity function (2). 

It is easy to check that both dissimilarity functions in (2) and (3) are irreflexive, 
symmetric and co-symmetric. Below we consider the method of construction of con-
trast co-symmetric dissimilarity functions using bipolar transformations of member-
ship values. The idea is based on the operation of contrast intensification introduced by 
Zadeh [13] that makes the membership function more contrast transforming them in the 
directions to the borders 0 and 1 of the interval [0,1] of membership values. Some re-
sults related with bipolar functions can be found also in [3]. 

Definition 1. An increasing real-valued function 𝑓𝑓: [0,1] → [0,1] such that 𝑓𝑓(0) =
0 and 𝑓𝑓(1) = 1 is called a bipolar transformation of [0,1] if for all a in [0,1] it satisfies 
the following condition: 

 𝑓𝑓(𝑎𝑎) + 𝑓𝑓�𝑁𝑁(𝑎𝑎)� = 1. (4) 

For negation 𝑁𝑁(𝑎𝑎) = 1 − 𝑎𝑎 we obtain from (4):  𝑓𝑓(𝑎𝑎) + 𝑓𝑓(1 − 𝑎𝑎) = 1,            
Proposition 1. Let f be a bipolar transformation of [0,1] then the function defined 

for all a,b in [0,1] by:  

 𝑑𝑑(𝑎𝑎, 𝑏𝑏) = |𝑓𝑓(𝑎𝑎) − 𝑓𝑓(𝑏𝑏)|, (5) 

is the co-symmetric dissimilarity function. 
It is easy to see that the dissimilarity function 𝑑𝑑2 defined by (3) can be constructed 

by (5) using the following bipolar transformation: 
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 𝑓𝑓2(𝑎𝑎) = �
1,      𝑖𝑖𝑖𝑖 𝑎𝑎 > 0.5
0.5,   𝑖𝑖𝑖𝑖 𝑎𝑎 = 0.5
0,      𝑖𝑖𝑖𝑖 𝑎𝑎 < 0.5

. 

Definition 2. Let q be a positive real constant such that q < 0.5 and a,b,c be the 
elements of [0,1] satisfying the following properties:  

 |𝑎𝑎 − 𝑏𝑏| = |𝑏𝑏 − 𝑐𝑐| = 𝑞𝑞,  

then a dissimilarity function 𝑑𝑑: [0,1] × [0,1] → [0,1] will be referred to as a contrast 
dissimilarity function if it is co-symmetric, and the following is fulfilled: 

 𝑑𝑑(𝑎𝑎, 𝑏𝑏) ≤ 𝑑𝑑(𝑏𝑏, 𝑐𝑐)    𝑖𝑖𝑖𝑖 𝑎𝑎 < 𝑏𝑏 < 𝑐𝑐 < 0.5 , 

 𝑑𝑑(𝑎𝑎, 𝑏𝑏) < 𝑑𝑑(𝑏𝑏, 𝑐𝑐)    𝑖𝑖𝑖𝑖 a < 𝑏𝑏 < 0.5 < 𝑐𝑐 , (6) 

 𝑑𝑑(𝑎𝑎, 𝑏𝑏) > 𝑑𝑑(𝑏𝑏, 𝑐𝑐)    𝑖𝑖𝑖𝑖 𝑎𝑎 < 0.5 < 𝑏𝑏 < 𝑐𝑐, (7) 

 𝑑𝑑(𝑎𝑎, 𝑏𝑏) ≥ 𝑑𝑑(𝑏𝑏, 𝑐𝑐)    𝑖𝑖𝑖𝑖 0.5 < 𝑎𝑎 < 𝑏𝑏 < 𝑐𝑐. 

Definition 3. A bipolar function 𝑓𝑓: [0,1] → [0,1] is called a contrast transformation 
of [0,1] if the dissimilarity function: 

 𝑑𝑑(𝑎𝑎, 𝑏𝑏) = |𝑓𝑓(𝑎𝑎) − 𝑓𝑓(𝑏𝑏)| 

is contrast. 
Consider an example of contrast transformation that is not so drastic as 𝑓𝑓2: 

 𝑓𝑓3(𝑎𝑎) = �
(1 − 2𝑟𝑟)𝑎𝑎 + 2𝑟𝑟,    𝑖𝑖𝑖𝑖 𝑎𝑎 > 0.5 
0.5,                            𝑖𝑖𝑖𝑖 𝑎𝑎 = 0.5 
(1 − 2𝑟𝑟)𝑎𝑎,              𝑖𝑖𝑖𝑖 𝑎𝑎 < 0.5

, 

where r is a nonnegative parameter such that 𝑟𝑟 ≤ 0.5. When 𝑟𝑟 = 0.5 we have 𝑓𝑓3 = 𝑓𝑓2. 
Another example of the contrast transformation gives the contrast intensification 

operation proposed by Zadeh [13] by: 

 𝑓𝑓4(𝑎𝑎) = �2𝑎𝑎
2,                          𝑖𝑖𝑖𝑖 𝑎𝑎 ≤ 0.5

1 − 2(1 − 𝑎𝑎)2,      𝑖𝑖𝑖𝑖 𝑎𝑎 ≥ 0.5
, 

where 0 ≤ 𝑎𝑎 ≤ 1.  

4 Conclusion and future work  

The paper introduced the new (dis)similarity measures between membership functions 
called “contrast” that take into account the proximity of membership values to the bor-
der values 0 and 1. The method of construction of such measures using bipolar contrast 
transformation of membership values is proposed. An example of such transformation 
is the contrast intensification operator introduced by Zadeh. In the future work we plan 
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to describe the general form of contrast transformations and to introduce parametric 
families of such transformations. 
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