How to Describe Correlation in Interval Case?

Carlos Jimenez, Francisco Zapata, and Vladik Kreinovich
University of Texas at El Paso, El Paso, TX 79968, USA
cjimenez23@miners.utep.edu, fazg74@gmail.com, vladik@Qutep.edu

In many areas of science and engineering, we want to change a difficult-to-
directly-change quantity — e.g., the economy’s growth rate. Since we cannot
directly change the desired quantity, we need to find easier-to-change auxiliary
quantities that are correlated with the desired quantity — in the sense that a
change in the auxiliary quantity will cause the change in the desired quantity as
well. How can we describe this intuitive notion of correlation in precise terms?

The traditional notion of correlation comes from situations in which there
are many independent factors causing the predictive model to differ from the
actual values and all these factors are of about the same size. In this case, the
distribution of the difference between the model’s predictions and the actual
values is close to normal. In many practical situations, however, there are a few
major factors which are much larger than others. In this case, the distribution
of the differences is not necessarily normal.

In this talk, we show how, in such situations, we can formalize the intuitive
notion of correlation.



